Quantitative analysis of the yeast pheromone pathway
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Abstract
The pheromone response pathway of the yeast Saccharomyces cerevisiae is a well-established model for the study of G proteins and mitogen-activated protein kinase (MAPK) cascades. Our longstanding ability to combine sophisticated genetic approaches with established functional assays has provided a thorough understanding of signalling mechanisms and regulation. In this report, we compare new and established methods used to quantify pheromone-dependent MAPK phosphorylation, transcriptional induction, mating morphogenesis, and gradient tracking. These include both single-cell and population-based assays of activity. We describe several technical advances, provide example data for benchmark mutants, highlight important differences between newer and established methodologies, and compare the advantages and disadvantages of each as applied to the yeast model. Quantitative measurements of pathway activity have been used to develop mathematical models and reveal new regulatory mechanisms in yeast. It is our expectation that experimental and computational approaches developed in yeast may eventually be adapted to human systems biology and pharmacology.
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1 INTRODUCTION

G protein-coupled receptors (GPCRs) are conserved across biological kingdoms and respond to a variety of chemical and environmental signals. These signals are physicochemically diverse and include steroids, biogenic amines, polypeptides, ions, odours, tastes, and light. Generally speaking, these inputs lead to changes in second messenger and protein kinase activity, as well as new gene transcription and metabolic changes. A simple, yet powerful, model to study G protein signalling is the budding yeast Saccharomyces cerevisiae. Yeast use a GPCR to respond to peptide pheromones, which activate a G protein, mitogen-activated protein kinases (MAPKs), and transcription factors necessary for mating. Moreover, sophisticated genetic approaches in yeast have led to several important discoveries, including the first ligand binding GPCR to be sequenced (Burkholder & Hartwell, 1985). Other landmarks include the first identification of a G protein GDPase activating protein (GAP) and the identification of a three-tiered MAPK cascade and MAPK scaffold (Reviewed in Alvaro & Thorner, 2016; Hao, Behar, Elston, & Dohlman, 2007). The pheromone response pathway has also been adapted for a variety of discovery applications. These include the systematic identification of ligands for human GPCRs expressed in yeast (Dowell & Brown, 2009; Minic, Sautel, Salesse, & Pajot-Augy, 2005; reviewed in Minic et al., 2005) and the directed evolution of designer GPCRs for chemogenetics applications (DREADDs; Dong, Rogan, & Roth, 2010; Pei, Dong, & Roth, 2010).

The pheromone signalling pathway in yeast initiates events necessary for the mating of haploid α and α cells. These haploid cell types secrete specific pheromones, α-factor and α-factor, that bind to cognate receptors on cells of the opposite type. Once activated, the receptors promote the exchange of GDP for GTP on the G protein α
subunit (Gpa1) and dissociation of Ga from the Gβγ subunit complex (Ste4/18). Gβγ then binds to (a) the adaptor protein Far1, (b) the p21-activated kinase Ste20, and (c) the kinase scaffold protein Ste5. Far1 recruits Cdc24, which activates the small G protein Cdc42 and promotes cell polarization toward the pheromone stimulus. Ste5 assembles and activates components of a kinase signalling cascade, which is in turn activated by Ste20. MAPK activation is required for multiple facets of the pheromone response including new gene transcription. Collectively, these events serve to prepare the cells for mating to form the a/a diploid (Erdman, Lin, Malczynski, & Snyder, 1998; Hagen, McCaffrey, & Sprague, 1991). 

There are several features that have made yeast a particularly useful model for the study of GPCR signalling. First and foremost, the pheromone pathway shares extensive similarity to GPCR pathways in humans. Compared with most other eukaryotes however, the yeast pheromone pathway exists only in haploid cells and is composed of a few functionally redundant isoforms. Moreover, yeast have the ability to undergo efficient homologous recombination. Thus, any given step of the pathway can be abrogated through deletion of a single gene. Finally, pathway output is easily determined through quantitative assays of MAPK activity and transcriptional induction. Collectively, these features have helped to establish the function of key pathway components in vivo.

More recently, yeast has served as a platform for systems biology applications, including the development of computational models that consider time- and stimulus-dependent changes in protein activity, localization, and expression. These efforts require quantitative measures of pathway activity, and in particular, how activity is affected by changes in the intensity or duration of the input stimulus. Such efforts can help to reveal how feedback inhibition—for example, desensitization to odours or drugs—confers such dramatic changes in GPCR signalling. Other forms of dynamic behaviour are important in gradient tracking—for example, to locate an invading pathogen or distant mating partner. Thus, any comprehensive understanding of signal transduction will require quantitative measures of activity, over time and in space, in a variety of genetic backgrounds.

Here, we describe newer quantitative measures of pheromone pathway activity. Our target audience is anyone interested in experimental approaches for yeast systems biology. We begin with a description of population-based assays and then consider several new single-cell approaches. We compare the advantages and disadvantages of each method, describe new technical improvements, discuss scenarios where each is favoured, and provide examples of how such methods have advanced our understanding of signal transduction in general. All of the assays are, in our experience, sufficiently robust and reliable for adoption in any well-equipped laboratory. To illustrate their ability to quantify differences in activity, we compare wild-type cells with mutants that exhibit elevated sensitivity to α-factor and sustained activation of the pathway. The strain BY4741 is used because most of the genes have been systematically deleted and fused to either green fluorescent protein (GFP) or a variety of affinity tags (Gelperin et al., 2005; Ghaemmaghami et al., 2003; Huh et al., 2003; Martzen et al., 1999; Winzeler et al., 1999), all at the native locus and under the control of the native promoter. Thus, it is possible to simultaneously monitor pathway activity as well as the expression or localization of nearly every protein, in a variety of genetic backgrounds and under different experimental conditions. The two mutant strains provide a benchmark for comparing the methods. The first contains a G protein that is insensitive to the GTPase activating protein Sst2 (DiBello et al., 1998). The second lacks the secreted protease Bar1, which degrades α-factor pheromone (Ciejek & Thorner, 1979; MacKay et al., 1991). Both Sst2 and Bar1 are transcriptionally induced in response to pheromone and are consequently required for desensitization. Sst2 is also required for proper gradient tracking, whereas Bar1 is required for proper gradient formation (Andrews, Addy, Brent, & Arkin, 2010; Barkai, Rose, & Wingreen, 1998; Diener et al., 2014; Dixit, Kelley, Houser, Elston, & Dohlman, 2014; Jin et al., 2011; Kelley et al., 2015; Moore, Chou, Nie, Jeon, & Yi, 2008; Moore, Tanaka, Kim, Jeon, & Yi, 2013; Segall, 1993). Collectively, these mutants and measurements have helped to establish predictive models that are transforming our understanding of cell signal regulation.

2 MATERIALS AND METHODS

2.1 Strains and plasmids

All strains were generated from BY4741 (“wild-type”; Brachmann et al., 1998) and transformed by the lithium acetate method (Gietz & Woods, 2002). Replacement of GPA1 with the GAP-insensitive mutant (gpa1<sup>302G3G305S</sup>) was done as previously described (Lambert et al., 2010). Genetic deletion of BAR1 was achieved by homologous recombination of PCR-amplified G418 drug resistance gene from plasmid pFA6a-KanMX6 or the hygromycin B drug resistance gene from plasmid pFA6a-hphMX6 (Wach, Brachat, Pöhlmann, & Philippsen, 1994). Kss1-9xMyc-tagged strains were generated by homologous recombination of a PCR-amplified 9xMyc cassette harbouring a resistance gene to hygromycin B from plasmid pYM20 (pYM-9xMyc-hphNT1; Janke et al., 2004) at the C-terminus of the KSS1 open reading frame (ORF). Nhp6α-iRFP-tagged strains were generated by homologous recombination of a PCR-amplified iRFP-HIS3 cassette from plasmid pKT-iRFP-HIS (AkhavanAghdam, Sinha, Tabbaa, & Hao, 2016). The kinetic translocation reporter (KTR) for Fus3 was integrated at the TDH3 promoter following SnaBI digestion of plasmid pRS305 pTDH3-KTR (Li, Roberts, AkhavanAghdam, & Hao, 2017). BEM1-GFP was introduced by homologous recombination following PCR amplification of the BEM1-GFP ORF from the GFP-tagged library strain (Huh et al., 2003). GFP and mCherry reporters were introduced as described previously (Dixit et al., 2014). Briefly, the GFP reporter was integrated at the FUS1 promoter following XcmI digestion of pRS303 Fus1-GFP. The mCherry reporter was integrated at the ADH1 promoter following PacI digestion of ADH1-mCherry in pRS406 (WT and bar1Δ strain) or pRS405 (gpa1<sup>302G3G305S</sup> strain).

The pRS426-P<sub>FUS1</sub>-YeGFP3 plasmid was generated by subcloning the YeGFP3 gene (Cormack et al., 1997) under control of the yeast FUS1 promoter from plasmid pDS30 (Siekhhaus & Drubin, 2003) into...
plasmid pRS426 (Sikorski & Hieter, 1989) by digestion with BamHI and XhoI, and subsequent ligation of gel-purified products. Plasmid pRS423-PFUS1-LacZ was described previously (Hoffman, Garrison, & Dohlman, 2000) and is composed of a HindIII-HindIII restriction digest fragment containing the 

Fragment containing the PFUS1 site of plasmid pRS423.

2.2 Sample preparation for Phospho-MAPK analysis

Cells were grown to saturation overnight in synthetic complete medium supplemented with antibiotics or lacking specific nutrients to maintain plasmid selection, and containing 2% wt/volume dextrose (hereafter, SCD medium or SCD – nutrient) at 30°C, diluted to OD_{600} = 0.10, grown to OD_{600} = 0.6–0.8, and then diluted again to OD_{600} = 1.0. A 3 mM stock of α-factor was then added to a final concentration of 3 μM or 0.3 μM. Aliquots were collected either before pheromone addition or after 5, 15, 30, 60, or 90 min, with mixed 6.1 N trichloracetic acid (TCA) to 5% final concentration, and placed on ice. Cells were centrifuged at 2000 × g for 2 min at 4°C, washed once with ice-cold 10 mM Na_3, and collected by centrifugation at 16,000 × g for 1 min. Cell pellets were stored at –80°C until use.

The same cell lysates were used for both conventional and Phos-tag SDS-PAGE and were prepared using conditions optimized for Phos-tag SDS-PAGE as described previously (English et al., 2015). Briefly, cell pellets were thawed on ice and resuspended in ice-cold TCA buffer (Lee & Dohlman, 2008) without EDTA (10 mM Tris-HCl, pH 7.5), 5% (w/v) non-fat dry milk, and 10 mM Na_3, for 1 hr at room temperature, and then probed with antibodies to phospho-p44/42 (Cell Signalling #4370, 1:500 ratio), Fus3 (Santa Cruz Biotechnology #6773, 1:500 ratio), Myc (Ks1-Myc; Clone 9B11, Cell Signalling Technology #2276, 1:1,000 ratio), or glucose-6-phosphate dehydrogenase (G6PDH) as a loading control (Sigma #A9521, 1:50,000 ratio) for 1 hr at room temperature (G6PDH) or overnight at 4°C with shaking. Blots were washed 3 × 5 min with TBS-T and then incubated with horseradish peroxidase-conjugated goat anti-rabbit (Bio-Rad #1662408), donkey anti-mouse (Jackson ImmunoResearch #715-035-151), or donkey anti-goat (Santa Cruz Biotechnology #sc-2020) secondary antibodies at 1:10,000 in TBS-T containing 0.5% fish gelatin, and then washed 3 × 5 minutes with TBS-T.

Western Blotting Substrate (Bio-Rad # 1705061) imaged on a Bio-Rad ChemiDoc MP imaging system. Phospho-MAPK antibodies were removed by treatment with Stripping Buffer (62.5 mM Tris–HCl, 2% [w/v] SDS, 100 mM β-mercaptoethanol, pH 6.8) for 30 min in a dry oven at 65°C, with occasional agitation by hand, then rinsed thoroughly with distilled water and finally with TBS-T 3 × 10 min before re-probing for total MAPK (combined anti-Fus3 and anti-Myc antibodies). Blots were stripped once again and re-probed for G6PDH as a loading control.

2.4 Phos-tag SDS-PAGE and immunoblotting

Ten percent bis-tris SDS-PAGE gels containing 50 μM Phos-tag (Wako) and 100 μM Zn(NO_3)_2 were prepared as described previously (English et al., 2015). Briefly, 15 μg of protein sample was loaded onto Phos-tag gels and run in Phos-tag SDS-PAGE electrophoresis buffer (50 mM Tris base, 50 mM MOPS, 0.1% [w/v] SDS, 5 mM sodium bisulphite, pH 7.2) 150 V for 90 min at room temperature. The resolving layer was equilibrated in Phos-tag transfer buffer (Life Technologies #NP0006-1), 20% (v/v) methanol, 2.5 mM sodium pyrophosphate, 5 mM sodium bisulphite) for 15 min at room temperature with shaking. Proteins were then transferred to polyvinylidene difluoride (PVDF) membranes (Millipore #IPVH00010) in Phos-tag transfer buffer at 20 V for 20 hrs at 4°C.

Membranes were placed in Phos-tag blocking buffer composed of TBS-T with 2% (w/v) fish gelatin and 10 mM Na_3 for 1 hr at room temperature. Membranes were then probed simultaneously with the Fus3 and Myc primary antibodies (detailed above) in TBS-T containing 0.5% fish gelatin and 10 mM Na_3. Blots were washed 3 × 5 min with TBS-T, then incubated with donkey anti-goat Alexa-647 (Thermo Life Sciences # A-21447, 1:1,000 ratio) and donkey anti-mouse Alexa-555 (Thermo Life Sciences #A-31570, 1:1,000 ratio) secondary antibodies in TBS-T containing 0.5% fish gelatin, and then washed 3 × 5 minutes with TBS-T at room temperature. MAPK blots were imaged on a Bio-

2.3 Conventional SDS-PAGE and immunoblotting

Thirty micrograms of protein sample were loaded onto 10% SDS-PAGE gels and run in SDS electrophoresis buffer (25 mM Tris base, 20 mM glycine, 0.1% [w/v] SDS, pH 8.3) at room temperature for 20 min at 20 mA/gel. After proteins transited the stacking layer, the current was increased to 25 mA/gel for 110 min. The resolving layer was removed, equilibrated in transfer buffer (20% methanol, 25 mM Tris Base, 200 mM glycine), and then transferred to nitrocellulose membranes at 100 V for 90 min in transfer buffer at 4°C.

Nitrocellulose membranes were placed in an SDS-PAGE blocking buffer comprising TBS-T (100 mM Tris Base, 150 mM NaCl, 0.1% Tween-20, pH 7.5), 5% (w/v) non-fat dry milk, and 10 mM Na_3 for 1 hr at room temperature, and then probed with antibodies to phospho-p44/42 (Cell Signalling #4370, 1:500 ratio), Fus3 (Santa Cruz Biotechnology #6773, 1:500 ratio), Myc (Ks1-Myc; Clone 9B11, Cell Signalling Technology #2276, 1:1,000 ratio), or glucose-6-phosphate dehydrogenase (G6PDH) as a loading control (Sigma #A9521, 1:50,000 ratio) for 1 hr at room temperature (G6PDH) or overnight at 4°C with shaking. Blots were washed 3 × 5 min with TBS-T and then incubated with horseradish peroxidase-conjugated goat anti-rabbit (Bio-Rad #1662408), donkey anti-mouse (Jackson ImmunoResearch #715-035-151), or donkey anti-goat (Santa Cruz Biotechnology #sc-2020) secondary antibodies at 1:10,000 in TBS-T containing 5% (w/v) non-fat dry milk for 1 hr at room temperature. Blots were washed 3 × 5 min with TBS-T and then after a 5-min incubation with Clarity ECL Western Blotting Substrate (Bio-Rad # 1705061) imaged on a Bio-Rad ChemiDoc MP imaging system. Phospho-MAPK antibodies were removed by treatment with Stripping Buffer (62.5 mM Tris–HCl, 2% [w/v] SDS, 100 mM β-mercaptoethanol, pH 6.8) for 30 min in a dry oven at 65°C, with occasional agitation by hand, then rinsed thoroughly with distilled water and finally with TBS-T 3 × 10 min before re-probing for total MAPK (combined anti-Fus3 and anti-Myc antibodies). Blots were stripped once again and re-probed for G6PDH as a loading control.
Rad ChemiDoc MP imaging system using multichannel acquisition mode (Fus3, Alexa 647 channel; Kss1-Myc, Alexa546 channel) optimizing for intense bands after washing off excess secondary antibodies. Blots were stripped and re-probed with G6PDH primary antibodies, HRP-conjugated goat anti-rabbit secondary antibodies, and imaged with Clarity ECL Western Blotting Substrate (Bio-Rad #1705061), as described above.

### 2.5 Image densitometry

Densitometry analysis was carried out in ImageJ (Schneider, Rasband, & Eliceiri, 2012) as described previously (Janes, 2015). Briefly, 16-bit raw TIF files were exported from the Bio-Rad Image Lab software and opened in ImageJ. Images were rotated to align bands horizontally, and the rectangle tool was used to select each lane for analysis. Rectangles were drawn to cover the entire width of the band in one lane without causing overlap in other lanes and were drawn long enough to sample the background pixel intensities surrounding the band(s) of interest. Pixel intensity profiles were plotted, and background was subtracted by connecting the adjacent background intensities surrounding the peak corresponding to the band of interest using the line tool. The left and right sides of the peaks of interest were connected to the horizontal line created for background subtraction, effectively isolating roughly 95% of the Gaussian distribution. The magic wand tool was then used to obtain the area under the curve as the raw densitometry value. For phospho-p44/42 data, the percent phosphorylated MAPK from total MAPK was calculated using densitometry values that were normalized to the loading control. For Phos-tag data, raw densitometry values were used to determine the percent of total MAPK that was phosphorylated. The values for each band in a given lane were totalled, and the corresponding percent of the total was calculated for each band. Protein induction over time was represented by the OD600 using the shorthand Taylor Series 1/(1 + x) where x = OD600. Normalized values of each technical duplicate were averaged. Finally, each well was normalized as a percent of the average maximum fluorescence value in the wild-type strain. Dose–response curves were fitted to the data using a non-linear Boltzmann function using a least squares regression in GraphPad Prism 4.

### 2.6 Population-based transcriptional reporters

Wild-type, Kss1-Myc, and bar1Δ Kss1-Myc strains were transformed with pRS423-P_FUS1-LacZ or pRS426-P_FUS1-YeFP3. Four colonies from each transformation were grown at 30°C to saturation overnight in selection medium, and then diluted to OD_{600} = 0.2 the following day and grown to OD_{600} ~ 0.6–0.8. These cultures were again diluted to OD_{600} = 0.005 and grown overnight to OD_{600} ~ 0.8. Ninety microlitres were added per well in duplicate rows to black clear-bottomed 96-well plates (Corning Costar) containing 5 μl of 10× stocks of serially diluted α-factor mating pheromone. The cells were then incubated in a shaker at 30°C for 1.5 hr. For experiments where BSA-coated plates were used, each well was filled completely with 1% BSA solution in sterile-filtered water and incubated at 4°C overnight. The liquid was removed before filling the plate for experiments.

For live-cell flow cytometry, the plates were placed on ice after 1.5 hr and analysed within 15 min. For fixed-cell flow cytometry, a stock solution of cycloheximide (400 μg/ml) was added to each well to a final concentration of 4 μg/ml. Then plates were centrifuged (500 × g) for 2 min at room temperature. The supernatant was removed, and the cells were resuspended in 50 μl of paraformaldehyde solution (1 M phosphate buffer, 2% paraformaldehyde, 4 μg/ml cycloheximide, pH 7.5). The cells were incubated in paraformaldehyde solution for 15 min at 20°C. After incubation, the plate was centrifuged (500 × g) for 2 min at room temperature. The supernatant was removed, and the cells were resuspended in 50 μl of wash buffer (1 M phosphate buffer, 75 mM lysine mono-HCl, 4 μg/ml cycloheximide, pH 7.5). Cells were washed once more in this buffer and stored at 4°C in the dark for up to 5 days.

The height and area of the peaks for side scatter (SSC), forward scatter (FSC), green fluorescence (GFP), and red fluorescence (mCherry) were measured using an Intellicyt iQue Screener PLUS equipped with three lasers (405, 488, and 561 nm). All flow cytometry measurements at each time point to determine cell density. P_{FUS1}–LacZ assays were carried out as described previously (Hoffman, Garrison, & Dohlman, 2002). Briefly, samples were incubated for 1.5 hr at 30°C. The OD_{600} for each well was measured to determine cell density after which 20-μl fluorescein di-β-D-galactopyranoside (FDG) solution (135 mM PIPES, 0.25% [υ/υ] Triton X-100, 0.5 mM FDG, pH 7.2) was added to each well. After 1.5 hr at 37°C, the reaction was stopped by addition of 20 μl of 1 M sodium carbonate, and fluorescence was measured using a Molecular Devices Spectramax i3x plate reader at an excitation wavelength of 485 nm and emission wavelength of 580 nm.

For data analysis and presentation, raw fluorescence values from each well were normalized to the number of cells in that well (represented by the OD_{600}) using the shorthand Taylor Series 1/(1 + x) where x = OD_{600}. Normalized values of each technical duplicate were averaged. Finally, each well was normalized as a percent of the average maximum fluorescence value in the wild-type strain. Dose–response curves were fitted to the data using a non-linear Boltzmann function using a least squares regression in GraphPad Prism 4.
data analysis was performed using the FlowCytometryTools Python package (Friedman & Yurtsev, 2017). First, cells were gated based on the heights of their forward and side scatter peaks (Figure S3a) to isolate cells from debris. This population was then gated based on positive mCherry fluorescence intensity (Figure S3b) to remove any additional debris or dead cells that did not have mCherry expression. Finally, any cells with negative values for GFP fluorescence were removed (Figure S3c).

The transcriptional response was quantified as GFP fluorescence divided by mCherry fluorescence. By normalizing with a constitutively active transcriptional reporter such as P_Adh1-mCherry, we can account for differences in protein expression and distinguish doublets and singlets. It is also possible to normalize by forward-scatter as a surrogate measurement of cell size (Figure S3d). We use mCherry fluorescence because it also accounts for cell-to-cell differences in protein expression. For each strain and dose of pheromone, we calculated the mean and standard deviation of the mCherry-normalized GFP fluorescence. Any cells that were two or more standard deviations above or below the mean were considered outliers and removed from subsequent analysis. Data were reported as the median of the normalized GFP fluorescence of the remaining cells. Dose–response curves were fitted to a nonlinear Boltzmann function in GraphPad Prism 4 using a least squares regression.

2.8 Imaging cytometry

Cells were prepared for imaging cytometry as described above for flow cytometry but using half-area, black, clear-bottomed 96-well plates (Greiner CELLSTAR). Each plate of cells was then centrifuged at 500 × g for 5 min at 4°C. Cells were imaged in a Nexcelom Celigo S every 20 min for 3 hr at room temperature using the “Target 1 + Mask” expression analysis settings. Target 1 was GFP (green channel), and the brightfield image was used as a mask to segment cells. Exposure time for GFP was 200,000 µs.

The cells were segmented using Celigo’s native brightfield algorithm for image analysis. The intensity threshold was set to 10, the precision was set to high, the cell diameter and dilation radius were set to 4 µm and 0 µm, respectively, and the separate touching objects setting was turned on. The identified cells were then gated based on the mean intensity and aspect ratio of mCherry fluorescence to exclude debris and clumps of cells (Figure 5a). Background correction was used in the analysis of the GFP intensity. For data analysis and presentation, the mean GFP intensity was averaged across three to four biological replicates. Dose–response curves were fitted to a non-linear Boltzmann function in GraphPad Prism 4 using a least squares regression.

2.9 Microfluidics chamber assembly

Polydimethylsiloxane (PDMS) was prepared by combining 36 g of base with 4 g of curing agent (from the Dow Sylgard 184 silicone elastomer kit) in a polystyrene weigh boat and mixing for 2 min. The PDMS mixture was then poured over the mould in a second polystyrene weigh boat and placed in a vacuum chamber for 1 hr to remove any bubbles. The PDMS was then cured overnight at 68–70°C. The sides of the weigh boat were cut away and gently separated from the PDMS and mould. Then the PDMS was separated from the mould by gently cutting around the edge of the mould with scissors. The feature side of the PDMS was protected with clear tape before individual chambers were cut out using a razor blade. The locations of the ports were marked on the tape with a permanent marker pen. The ports (schematic in Figure S4b) were created by pushing a 0.5-mm puncher (World Precision Instruments) through the non-feature side of the PDMS. The puncher was carefully removed by holding the chamber down with forceps and pulling the puncher straight up. The chamber was cleaned three to four times using clear tape and then washed sequentially with ACS grade methanol, 70% ethanol diluted in filtered deionized water, and filtered deionized water. The chamber was then blown dry with air and placed in a clean petri dish with the features facing up. A glass slide was cleaned following the same protocol. Both the chamber and the glass slide must be very clean to ensure complete fusion of the chamber to the coverslip. Next, the chamber and cover slip were placed in a plasma cleaner (Harrrick Plasma PDC-32G) with the feature side of the chamber facing up and run for 30–45 s to replace the Si–CH3 bonds with Si–OH bonds (Figure S4a). Then the chamber was placed on top of the cover slip with the feature side facing down. When the PDMS and the glass come in contact with each other, they fuse by forming covalent Si–O–Si bonds (Figure S4a). The chamber typically fused instantly; however, sometimes, it was necessary to push down on the corner of the chamber, avoiding the features, to start fusion. The chamber was then placed at 58–60°C for 2 hr to complete fusion.

Each experiment required eight syringes and lines. Each line was prepared by inserting a 23-gauge needle into one end of 1–2 meters of (Cole-Palmer Tygon) tubing with inner diameter of 0.020 in., outer diameter of 0.060 in., and a 23-gauge Luer stub into the other end. The lines were connected to syringes by screwing the syringe into the Luer stub. Seven lines were prepared with plain medium (SCD), and one line was prepared with SCD containing mating pheromone and a 1:1,000 dilution of stock Alexa Fluor 647 (Invitrogen) dye to visualize the presence of pheromone in the mating chamber.

To set up for imaging, the chamber was first secured to the stage with a slide holder. Then each line was inserted into the chamber; the line containing pheromone and dye was added last. As each line was added, some media was pushed through the chamber using a syringe to check for leaks. Once the chamber was set up, the cells were loaded gravitationally by holding the load syringe containing cells at ~0.100 OD above the shunt and tapping the side of the syringe. It is important not to push the cells in using the syringe as this will force the cells into the channels on either side of the chamber. The chamber was designed based on the dial-a-wave design, allowing the source of media to be switched to an input containing pheromone after two time points (Bennett et al., 2008).
2.10 | Microfluidics and time-lapse microscopy for the Bem1-GFP polarity reporter

For gradient experiments, Bem1-GFP was used to visualize the polar cap. The chamber was set up so that only one of the four input channels contained pheromone and dye, producing a gradient of pheromone. For these experiments, we used pheromone concentrations matched to the sensitivity of the individual strains: 0–150 nM for wild-type, 0–50 nM for gpa1ΔΔ, and barΔΔ. Time-lapse microscopy was performed using a Nikon Ti-E inverted fluorescence microscope with Perfect Focus, coupled with Hamamatsu Orca-flash 4.0 digital camera and a Lumon Dynamics C-Cite LED light source system. Images were taken using a Nikon Plan Apo VC X60 oil immersion objective (NA 1.40 WD 0.17 MM). Images were taken every 10 min in the brightfield, far-red, and green channels. The lowest LED intensity setting was used to prevent photobleaching and phototoxicity. Cells were imaged for 10 hr, and the first two time points were always taken in the absence of pheromone.

Images from microfluidics experiments were registered using the descriptor-based series registration (2d/3d + t) plugin based on the DIC images in ImageJ. The movement of the polar cap, as marked by Bem1-GFP, was tracked using the manual tracking plugin in ImageJ. Plots of the single polar cap traces and polar histograms of the angle of the traces were generated in Python using matplotlib. Cells were segmented based on the GFP images in ImageJ, and kymographs of the GFP intensity around the edge of a cell were generated in Matlab using code available on the GitHub repository. Segmentation was checked manually.

2.11 | Microfluidics and time-lapse microscopy for the Fus3 activity reporter

The experimental set-up for microfluidics devices was performed as described previously (Jiang, AkhavanAghdam, Tsimring, & Hao, 2017; Li, Roberts, et al., 2017). Time-lapse microscopy experiments were performed using a Nikon Ti-E inverted fluorescence microscope with Perfect Focus, coupled with an EMCCD camera (Andor iXon X3 DU897) and Spectra X LED light source system. Images were taken every 2 min in each fluorescence channel using a CFI Plan Apochromat Lambda DM X60 oil immersion objective (NA 1.40 WD 0.13 MM).

Fluorescence images were processed as described previously (Li, Roberts, et al., 2017). The cytoplasm and the nucleus of single cells were identified by thresholding the phase image and the IRFP nuclear marker. For each individual cell, the mean fluorescence intensities for the cytoplasm and the nucleus were then quantified and smoothed separately, using a custom MATLAB code, as described in previous studies (AkhavanAghdam et al., 2016; Hansen, Hao, & O'Shea, 2015; Hao, Budnik, Gunawardena, & O'Shea, 2013; Hao & O'Shea, 2011). The ratio of the cytoplasmic to nuclear intensity (KTR C/N ratio) was calculated.

2.12 | Statistical analysis

All data are reported as mean ± the standard deviation.

2.13 | Availability of data and material

All code used for analysis along with a selection of data from this work is available on GitHub at github.com/aeallen/pher-response-quantification. All data are available from the corresponding author on reasonable request.

3 | RESULTS

3.1 | PART I: Population-based assays of pheromone signalling

3.1.1 | Quantification of MAPK activity by immunoblotting with phospho-MAPK antibodies

Upon pheromone binding to the receptor, Gpa1 releases GDP, binds GTP, and dissociates from the G protein βγ subunit complex (Figure 1). Gβγ can then activate multiple downstream effectors and trigger coordinated changes in protein phosphorylation, new gene transcription, cell cycle arrest, polarized cell expansion, and—ultimately—cell–cell fusion. More specifically, Gβγ promotes the activation of a protein kinase cascade that culminates with the phosphorylation and activation of two terminal MAPKs, Fus3, and Kss1 (Wang & Dohlman, 2004). It has long been recognized that MAPKs must be phosphorylated on two “activation loop” residues in order to achieve full catalytic activity and that these residues are conserved in yeast and humans (Ferrell & Bhatt, 1997; Haystead, Dent, Wu, Haystead, & Sturgill, 1992; Hur et al., 2008). This dual phosphorylation alters the conformation of the protein, thereby enabling ATP to bind to the catalytic site (Canagarajah, Khokhlatchev, Cobb, & Goldsmith, 1997).

Activation of the MAPKs is commonly determined by immunoblotting with antibodies raised against a phosphorylated activation loop peptide (phospho-p44/42). Although designed to recognize mammalian phospho-ERK1 and phospho-ERK2, they also recognize phospho-Fus3 and phospho-Kss1. In addition to Fus3 phosphorylation, FUS3 transcription is induced by pheromone, resulting in an increase in Fus3 protein levels over time (Choi, Kim, Kim, Lee, & Choi, 2000; Elion, Grisafi, & Fink, 1990). To account for changes in Fus3 abundance, blots may be stripped of the phospho-specific antibodies and re-probed with antibodies against the total protein. Where commercial antibodies are unavailable, it is convenient to use an epitope-tagged version of the kinase of interest. Here, we used commercial polyclonal antibodies to quantify Fus3 and monoclonal antibodies to quantify epitope-tagged Kss1 (Kss1-Myc). Given the difficulty of resolving bands for large and/or heavily phosphorylated proteins, small epitope tags should be used whenever possible.
Although Fus3 induction was similar in wild-type and mutant cells (Figure 2b, t-Fus3), the proportion of Fus3 that was phosphorylated diminished more quickly in the wild-type strain, particularly at the low dose of pheromone (Figure 2a,b, p-Fus3:t-Fus3). Therefore, Bar1 limits Fus3 phosphorylation, but not Fus3 induction, and the difference between the mutant and wild-type strains is most evident at lower doses of pheromone. Collectively, these data are consistent with the fact that Bar1 degrades α-factor and dampens the downstream signal over time (Bandera, Koltau, Anders, & Sourjik, 2016; Barkai et al., 1998; Chan & Otte, 1982b; Chen, Nie, Yi, & Chou, 2016; Diener et al., 2014; Jackson & Hartwell, 1990a; Jin et al., 2011; Segota & Franck, 2017).

### 3.1.2 Quantification of MAPK activity by Phos-tag SDS-PAGE and immunoblotting

Although relative changes in phosphorylation can be determined using phospo-specific antibodies, it is now appreciated that Fus3 exists in both mono-phosphorylated and dually phosphorylated pools (Bhattacharyya et al., 2006; Nagiec et al., 2015) and that the phospho-p44/42 antibodies are able to detect, to an extent, mono-phosphorylated Fus3 (Hur et al., 2008). This is a concern because mono-phosphorylated Fus3 does not stimulate, but rather inhibits, downstream signalling (Nagiec et al., 2015). Results using phospho-p44/42 antibodies are, therefore, only an approximation of kinase activation. In the following section, we describe the use of Phos-tag gel electrophoresis to determine the stoichiometry of MAPK phosphorylation.

Phosphate-binding tag, or Phos-tag, is a divalent-metal-coordinating small molecule that has a high affinity for phosphorylated serine, threonine, and tyrosine (Kinoshita, Kinoshita-Kikuta, Takiyama, & Koike, 2006; Kinoshita-Kikuta, Aoki, Kinoshita, & Koike, 2007). By adding Phos-tag and a divalent metal (i.e., Mn2⁺ or Zn2⁺) to acrylamide gels, the electrophoretic mobility of phosphorylated proteins is slowed, thereby enhancing the separation of phosphorylated and non-phosphorylated species. Probing with antibodies specific to the protein of interest (e.g., Fus3) allows a ratiometric quantification of each phospho-species in the same blot. Thus, the number of bands is proportional to the number of phosphorylation events on the protein. We have used Phos-tag SDS-PAGE and immunoblotting to identify a substantial pool of mono-phosphorylated Fus3 in the cell (Nagiec et al., 2015). Moreover, we have used a series of functional assays (such as those described below) to assign a negative regulatory role to that form of the protein.

To illustrate the data that can be collected by the Phos-tag method, we reanalysed the samples used above (Figure 2). As shown in Figure 3, we obtained clear separation of dually phosphorylated, mono-phosphorylated, and non-phosphorylated Fus3 (Figure 3, blots). In either strain, and at both high and low doses, 20–30% of Fus3 became dually phosphorylated and a similar proportion became mono-phosphorylated. With the exception of the wild-type strain treated with low pheromone, the two phosphorylated species persisted for the remainder of the time course (Figure 3a,b, Fus3).
To account for changes in Fus3 abundance, we summed the intensities of all three bands for each lane and calculated the proportion of total protein that underwent dual phosphorylation. By this method, the dose-dependent differences for wild-type mirrored those seen using phospho-specific antibodies (Figure 2, p-Fus3). However, in contrast to the results shown in Figure 2, dual phosphorylation in the mutant strain was transient. As shown in Figure 3b (ppFus3:Fus3), activity peaked at 5 min and then diminished over time, in a manner similar to that seen in wild-type. These data are consistent with earlier data showing that part of the phospho-specific antibody signal is due to detection of mono-phosphorylated Fus3 (Figure 2a, p-Fus3). As with any analysis of protein phosphorylation, proper controls are essential. To illustrate, we have shown previously that mutations in the activation loop phosphorylation sites (T180A and Y182F) eliminate individual bands detected by the Fus3 antibody (Nagiec et al., 2015).

It is well established that pheromone promotes the phosphorylation of Kss1, as well as Fus3, as originally shown using phospho-specific antibodies (Sabbagh, Flatauer, Bardwell, & Bardwell, 2001; Figure S1). However, previous Phos-tag analysis, done in another yeast strain (W303), did not detect a mono-phosphorylated form of Kss1 (Winters & Pryciak, 2018), most likely due to insufficient resolution from unphosphorylated Kss1 in those gels. To compare the behaviours of the two kinases directly, we probed the original blots simultaneously with anti-Fus3 rabbit and anti-Myc mouse antibodies; we then probed with secondary antibodies conjugated to different fluorophores. Such multi-channel imaging allows detection of multiple
proteins under identical experimental conditions. As shown in Figure S2, and as shown previously for Fus3, Phos-tag analysis revealed a pool of dually phosphorylated, mono-phosphorylated, and non-phosphorylated Kss1 (Figure S2). Moreover, dual phosphorylation of Kss1 reached 50–60% of the total protein, substantially more than that observed for Fus3. Thus, results for Kss1 obtained by the Phos-tag method mirrored those obtained by conventional immunoblotting.

It is unclear why the proportion of phosphorylated Kss1 is greater than that of Fus3. At this point, we can only speculate on the cause or consequences of this difference.

FIGURE 3 Phosphorylation of Fus3 by Phos-tag SDS-PAGE and immunoblotting with Fus3 antibodies. Phos-tag western blot analysis of (a) wild-type cells or (b) bar1Δ cells treated with 0.3 μM or 3 μM α-factor mating pheromone and probed with total Fus3 antibodies to identify dually-phosphorylated (pp-Fus3), mono-phosphorylated (p-Fus3), and non-phosphorylated (np-Fus3) Fus3. pp-Fus3, p-Fus3, and np-Fus3 (Fus3) are plotted as % of lane total. Total Fus3 (t-Fus3) is plotted as % maximum lane signal on the blot. The ratio of dually phosphorylated Fus3 to total Fus3 (pp-Fus3/t-Fus3) was calculated by dividing the % dually phosphorylated Fus3 in each lane by % total Fus3 in each lane. Data are presented as mean ± standard deviation, N = 3.
Activation of Fus3 and Kss1 leads to direct phosphorylation of the transcription factor Ste12 (Breitkreutz, Boucher, & Tyers, 2001; Elion, Satterberg, & Kranz, 1993; Hung, Olson, Breitkreutz, & Sadowski, 1997; Song, Dolan, Yuan, & Fields, 1991), a repressor complex consisting of Dig1 and Dig2 (Bardwell, Cook, Zhu-Shimoni, Voora, & Thorner, 1998; Cook, Bardwell, Kron, & Thorner, 1996; Madhani, Galitski, Lander, & Fink, 1999; Roberts et al., 2000; Tedford, Kim, Sa, Stevens, & Tyers, 1997), and a competing transcription factor Tec1 (Bao, Schwartz, Cantin, Yates, & Madhani, 2004; Brückner et al., 2004; Chou, Huang, & Liu, 2004; Wang & Dohlman, 2004). These events induce a number of genes required for mating (Breitkreutz et al., 2001; Madhani et al., 1999; Roberts et al., 2000). Thus, any differences in MAPK activation can be interpreted in light of downstream outputs such as transcription induction.

Among the most strongly induced genes is FUS1, which is also highly specific to the pheromone pathway (Hagen et al., 1991). Accordingly, the FUS1 promoter is widely used as an indicator of pheromone-dependent gene expression (Erman et al., 1998; Hoffman et al., 2002; McCaffrey, Clay, Kelsay, & Sprague, 1987; Trueheart, Boeke, & Sprague, 1987) and has been fused to reporter genes that encode β-galactosidase and fluorescent proteins (e.g., GFP), as well as drug resistance and nutritional markers (Mentesana, Dosil, & Kumm, 2005). The β-galactosidase reporter assay has been the standard for decades, and enzyme expression can be readily detected through cleavage of a suitable substrate. Measurement of ortho-nitrophenyl-β-galactoside cleavage requires cell disruption and is no longer widely used (Sprague, 1991), having been replaced by the cell permeable substrate fluorescein di-β-galactopyranoside (Hoffman et al., 2002). Whereas the former relies on a colorimetric readout, the latter produces a product that is fluorescent and thus substantially more amenable to quantitation.

To illustrate the method, we compared wild-type and bar1Δ cells treated with a range of pheromone concentrations in 96-well microplates. Cells were grown to early log phase, stimulated with pheromone for 90 min, and then combined with the substrate FDG. After an additional 90 min, the reaction was stopped by addition of sodium carbonate. Substrate cleavage was determined in a microplate spectrophotometer and reported as the percent maximum fluorescence emission (485 nm excitation, 580 nm emission) normalized to optical density (600 nm, a surrogate measure of cell density). As shown in Figure 4a, wild-type cells reach a maximum response at approximately 10 μM α-factor, with an EC_{50} of ~1 μM. Cells lacking Bar1 were approximately tenfold more sensitive than wild-type cells.

We obtained similar results using an alternative construct where the FUS1 promoter drives expression of GFP (Figure 4b). In this experiment, cells in early log phase were stimulated with pheromone and monitored after 90 min and every 30 min thereafter. GFP induction was determined in a microplate spectrophotometer (483 nm excitation, 518 nm emission). OD_{600} was measured at each time point to determine cell density. Importantly, the GFP method can be used to take multiple measurements of the same sample and, as discussed below, of the same cell over time. As shown in Figures 4c (wild-type) and 3d (bar1Δ), the maximum GFP signal increased over time, from roughly fivefold over basal after 1.5 hr to ~15-fold by 3 hr. By comparison, the β-galactosidase signal was approximately 50-fold over basal after 1.5 hr. Thus, the enzyme-based assay has a higher dynamic range than that of the GFP method. While this is not a concern with the strongly induced FUS1 promoter, it may limit the ability to work with some promoters.

### 3.2 | Part II: Single-cell assays of pheromone signalling

#### 3.2.1 | Overview

Most cellular assays provide an averaged measure of the population at a single point in time. However, there is a growing appreciation of the prevalence and importance of cell-to-cell variability (or "noise") in biological processes. Such differences can arise from stochasticity in biochemical reactions, differences in the expression or activity of internal signalling components, age-dependent accumulation of aggregated or damaged proteins, perturbations in membrane trafficking, and asynchronous progression through the cell cycle (Ansel et al., 2008; Becskei, Kaufmann, & van Oudenaarden, 2005; Colman-Lerner et al., 2005; Elowitz, Levine, Siggia, & Swain, 2002; Fraser, Hirsh, Giaever, Kumm, & Eisen, 2004; Li et al., 2017; McAdams & Arkin, 1999; Paliwal et al., 2007; Pesce et al., 2018; Raser & O’Shea, 2004; Volfson et al., 2006; Yu et al., 2008). In that regard, fluorescent protein-based reporters have been particularly useful because they permit quantitative measurements of induction in single, living cells over time. Accordingly, our single-cell measurements use a genetically integrated reporter of transcription or a genetically integrated kinase translocation reporter (KTR) for Fus3 activation (Li, Roberts, et al., 2017). In addition to the wild-type and bar1Δ strains, we expanded our analysis to include strains expressing the Gpa1^{G302S} mutant. This mutation prevents binding to Sst2, thereby slowing Gα GTPase activity and amplifying the pheromone response (DiBello et al., 1998). The gpa1^{G302S} allele has been shown previously to increase cell-to-cell variability in transcription and morphogenesis (Dixit et al., 2014).

#### 3.2.2 | Quantitative transcription-reporter assays using flow cytometry

Flow cytometry is a method whereby cells in solution are passed, one cell at a time, through a laser beam and analysed for volume (forward-scattered light), morphological complexity (side-scattered light), and fluorescence intensity. Forward scatter and side scatter are surrogate measures of cell size and shape, respectively. The scatter data are plotted in two dimensions, and the single, intact cells are binned into "gates" for further quantification in a third dimension (e.g., fluorescence signal; Figure S3a). This method has long been used to monitor the expression of cell surface antigens using fluorescently tagged antibodies. Another common application is to measure DNA content for cell cycle analysis (Hutter & Eipel, 1978), including measures of cell...
cycle arrest in response to mating pheromone (Pope & Pryciak, 2013). In that case, the readout is DNA content, and is therefore an indicator of the enrichment of haploid cells in either G1 (1N) or G2 (2N).

To monitor cell-to-cell differences, we typically use dual reporters, one composed of mCherry driven by the ADH1 promoter and the other composed of GFP driven by the FUS1 promoter. Whereas PADH1-mCherry is constitutively produced (Figure S3b), PFUS1-GFP reports only pheromone-driven transcription (Figure S3c). Both reporters are integrated into the genome to avoid the cell-to-cell differences resulting from varied plasmid copy number. Normalizing a pathway-specific response (GFP) with a reference reporter (mCherry) accounts for differences in cell size, differences in protein expression capacity, and any day-to-day differences in instrument function. The underlying assumption is that the average amount of mCherry remains constant during progression through the cell cycle and is unaffected by any alterations in cell size or morphology. We then calculate the coefficient of variation (CV) for the population at discrete time points. This type of experimental platform allows us to measure pathway-specific noise and also to differentiate biochemical noise within a single cell (intrinsic noise) from variability within the population (extrinsic noise; Colman-Lerner et al., 2005; Dixit et al., 2014; Kelley et al., 2015; McCullagh, Seshan, El-Samad, & Madhani, 2010; Pesce et al., 2018; Raser & O’Shea, 2004; Volfson et al., 2006).

To illustrate this method, we compared the normalized transcriptional response in wild-type cells under a variety of experimental conditions. Anecdotal evidence indicates that the apparent sensitivity to pheromone depends on whether the cells are maintained in glass or plastic, possibly because of binding of the α-factor peptide to the surface of microplates. Accordingly, we compared the PFUS1-GFP response in plates that were either pretreated with bovine serum albumin (BSA), as a blocking agent, or left untreated. As shown in Figure 5a, we observed a leftward shift in the EC50 in wild-type cells, from ~100 to ~10 nM as a result of BSA pretreatment. Similarly, the supersensitive bar1Δ and gpa1ΔG302S mutants exhibited a leftward shift compared with wild-type cells (Figure 5b).

When a large number of conditions are being tested, or when instrument time is limited, it can be convenient to preserve the samples for later analysis. Accordingly, we compared living cells with cells that had been fixed with paraformaldehyde. As shown in Figure 5a, we could observe both GFP and mCherry signals after fixation, albeit with an obvious difference in the slope of the dose–response curve. These findings highlight the distinction between receptor affinity and ligand

![Figure 4](#) Pheromone-induced gene transcription assays. Dose–response curves for transcriptional output of wild-type and bar1Δ cells after 1.5 hr of treatment with α-factor mating pheromone, obtained by (a) the PFUS1-LacZ and (b) the PFUS1-GFP reporters. Time course of PFUS1-GFP response in (c) wild-type cells and (d) bar1Δ cells. Data are presented as mean ± standard deviation, N = 4.
potency. Whereas the former describes the binding affinity of one substance for another ($K_d$ or $K_a$), potency describes the amount of substance required to produce a biological effect (EC$_{50}$ or IC$_{50}$). Thus, we avoid drawing conclusions about “physiological concentrations” of pheromone based on data obtained in a non-physiological (laboratory) setting, particularly when comparing multiple distinct readouts of pathway activity. The distinction between receptor occupancy and downstream responses is also relevant to understanding the significance of “dose–response alignment” (Yu, Qi, Sheff, & Elion, 2008).

3.2.3 Quantitative transcription-reporter assays using imaging cytometry

A limitation of flow cytometry is its inability to track individual cells over time. Thus, we have recently turned to imaging cytometry as an alternative approach. Imaging cytometers allow the user to monitor cell function in micro-well plates using brightfield and fluorescence channels. In these experiments, cells are prepared as described above for flow cytometry, except that the cells are not fixed and the plates are not shaken, and we use half-area 96-well plates to reduce acquisition time. To quantify cellular response, we first identify the cells using Nexcelom’s proprietary brightfield segmentation algorithm. To identify individual cells, we gate all identified cells based on GFP fluorescence and aspect ratio (Figure 6a). We then determine the mean GFP fluorescence intensity for each cell. It is also possible to normalize by mCherry intensity, which results in a more normally distributed data set (Figure 6b). However, imaging cells for an extended time using the GFP and mCherry fluorescence channels is phototoxic. Therefore, we normalize based on cell size and do not capture images in the mCherry channel. As shown in Figure 6, the EC$_{50}$ values obtained from imaging cytometry mirror those obtained by flow cytometry, although imaging cytometry has a somewhat higher dynamic range (compare Figures 4a with 5c, and 4b with 5c and 5d). As with flow cytometry, we observed a leftward shift in the dose–response profile when using BSA-treated plates (Figure 6c) or cells bearing the bar1$\Delta$ or gpa1$^{G302S}$ mutations (Figure 6d).

An important advantage of imaging cytometry is the ability to repeatedly image the same cells over time (Figure 5e–g). This is useful

---

**FIGURE 5** Flow cytometry transcription assays. Cells gated based on forward scatter, side scatter, and fluorescence (see Figure A3, a–c) were used for (a) dose–response experiments done with wild-type cells in wells that were either untreated or coated with BSA and analysed either immediately (live cells) or after chemical fixation. (b) Dose–response experiments done with wild-type, gpa1$^{G302S}$, and bar1$\Delta$ cells in BSA-coated wells were analysed immediately or after chemical fixation. Data were fitted using the sigmoidal dose–response in Prism (GraphPad). Data are presented as mean ± standard deviation, $N = 4$ [Colour figure can be viewed at wileyonlinelibrary.com]
for investigating time-dependent changes in the magnitude and cell-to-cell variability in biological processes. To illustrate, we collected single cell traces for wild-type (Figure 6h) and the gpa1G302S mutant (Figure 6i). For each cell, we quantified the GFP intensity and calculated the coefficient of variation (CV) for the population at discrete time points. As compared with wild-type and bar1Δ, and as shown...
previously, the \( gpa1^{G302S} \) mutant has higher cell-to-cell variability, but this effect declines with prolonged pheromone stimulation (Figure 6j). The increase in CV was not due to a global increase in gene expression noise, as determined by comparing the normalized mean GFP and mCherry intensities in wild-type and mutant cells. Moreover, the CV in untreated wild-type cells remains relatively constant over time, demonstrating that noise is unaffected by progression through the cell cycle (Dixit et al., 2014). These data illustrate how Sst2 GAP activity acts to suppress cell-to-cell variability following prolonged stimulation with pheromone. Indeed Sst2 is one of a handful of mating pathway components that dampen transcriptional noise in the mating pathway (Colman-Lerner et al., 2005; Dixit et al., 2014; McCullagh et al., 2010). Whereas Sst2 suppresses noise over a broad range of pheromone concentrations (Dixit et al., 2014), Fus3 suppresses noise at high concentrations of pheromone only (Colman-Lerner et al., 2005). Dig1 was reported to suppress noise under basal (unstimulated) conditions (McCullagh et al., 2010).

### 3.2.4 Quantification of cell polarization in microfluidics chambers

Most studies of pheromone signalling have been done with uniform and saturating concentrations of ligand. In a physiological setting, however, yeast cells are likely to be exposed to a pheromone gradient coming from a potential mating partner. When that partner is distant, the gradient will be weak and cells (which are nonmotile) will elongate in the direction of the pheromone gradient, thereby increasing the probability of successful mating (Erdman et al., 1998; Hao et al., 2008). In order to identify components and characterize processes required for gradient tracking, we use a custom-built microfluidics chamber capable of producing a linear concentration gradient of pheromone or other stimulus (Dixit et al., 2014; Hao et al., 2008; Kelley et al., 2015). The gradient is achieved by passive diffusion between two parallel microchannels containing standard growth medium or medium with sufficient pheromone to induce cell cycle arrest (Figure S4b,c). With this device, it is also possible to alternate the input channel, or increase or decrease the stimulus concentration, in either a graded or step-wise fashion (Figure S4b). Because there is no direct flow within the growth chamber, cells remain stationary throughout the experiment. Because pheromone is constantly replenished, the effects of Bar1 protease are diminished, and the dose-activity profile is shifted compared to experiments done in tubes or micro-well plates.

Using the microfluidics chamber, we exposed cells to a 0- to 150-nM (wild-type) or 0- to 50-nM (mutant strains) gradient of pheromone. To monitor directionality of growth we used a GFP-tagged variant of Bem1, which binds to activated Cdc42 (Madden & Snyder, 1992). Cdc42-GTP promotes actin polymerization and exocytosis, thereby defining the site of expansion or “polar cap” (Bi & Park, 2012). To assess gradient tracking, we focused on cells residing in the region of the chamber with the largest linear difference in pheromone concentration, as evaluated by the intensity of an inert dye in the pheromone solution. Cell polarization was then monitored over 5-min intervals. As shown in Figure 7a, cells with a budding (no pheromone) or shmooing (high pheromone) morphology are evident at the boundaries of the chamber. In addition, there is a third morphogenic state, evident at intermediate pheromone concentrations, where cells have stopped dividing but continue to grow in the direction of a weak pheromone gradient (Erdman & Snyder, 2001; Segall, 1993). We refer to this as “elongated” or “chemotropic” growth. After a period of elongated growth, these cells divide once, and the resulting daughter forms a shmoo (Dorer, Pryciak, & Hartwell, 1995; Erdman & Snyder, 2001; Madden & Snyder, 1992; Segall, 1993).

To quantify gradient tracking, we trace the angle of orientation, which is defined as the position of the polar cap relative to the direction of the gradient source, as a function of time. Perfect alignment toward the gradient is defined as zero. As shown in Figure 7b,c, wild-type cells typically exhibit directed growth within 100 minutes, and expansion occurs within ±45 degrees of the gradient. In cells that express \( gpa1^{G302S} \), the polar cap moves along the perimeter of the cell, and the cells expand in an apparently random fashion, as shown previously (Kelley et al., 2015). Kymographs of GFP intensity along the edge of the cell are shown in Figure 7d. The polar cap of wild-type and \( bar1 \Delta \) cells stays in the same location, but the polar cap in \( gpa1^{G302S} \) cells moves multiple times throughout the duration of the experiment.

To further quantify time-dependent behaviours, we report three other features of cellular morphogenesis: frequency of turning, memory, and persistence (Kelley et al., 2015). Frequency of turning is defined as the frequency of turns greater than 60°. Whereas wild-type cells display large turns less than 1% of the time, cells that express \( gpa1^{G302S} \) displayed large turns more frequently. Memory is defined as the time period for which the current angle of orientation is correlated with future angles of orientation (autocorrelation). As compared with wild-type, \( gpa1^{G302S} \) cells spent approximately twice as much time sweeping in any given direction. Finally, persistence is defined as the difference between the position of the polar cap at the beginning and end of a fixed time interval, divided by the total length of the path travelled by the polar cap during that interval. A persistence of 1 corresponds to movement in a straight line, whereas values less than 1 indicate polar cap wandering. By this measure, cells lacking Bar1 or expressing \( gpa1^{G302S} \) failed to properly track a gradient; the \( gpa1^{G302S} \) cells in particular displayed half the persistence of that in wild-type cells. The tracking defect exhibited by the \( bar1 \Delta \) cells is well documented (Banderas et al., 2016; Chan & Otte, 1982a; Chen et al., 2016; Ciejek & Thorner, 1979; Diener et al., 2014; Hicks & Herskowitz, 1976; Jackson & Hartwell, 1990a; Jones, Clarke, Craik, & Bennett, 2015; Segota & Franck, 2017). The properties reported here for \( gpa1^{G302S} \) resemble those reported previously for cells lacking SST2 (Kelley et al., 2015).

Earlier investigations revealed two potential mechanisms by which Sst2 promotes gradient tracking (Dyer et al., 2013; Kelley et al., 2015; McClure et al., 2015). First, Sst2 is required for proper assembly of septins, which form a ring structure at the base of the mating projection that likely serves as a diffusional barrier (Barral, Mermail, Mooseker, & Snyder, 2000; Okada et al., 2013; Takizawa, DeRisi,
Wilhelm, & Vale, 2000). In the absence of Sst2, the septin collar is not properly assembled, the polar cap is no longer constrained, and the cell expands in a random direction (Kelley et al., 2015). Second, by virtue of its GAP function, Sst2 abbreviates the lifetime and diffusion of free Gβγ away from the site of receptor activation. In support of this model, Gβγ polarization is needed to prevent polar cap wandering, at least in the presence of a uniform (non-gradient) pheromone stimulus (McClure et al., 2015). The inability to polarize and expand towards a mating partner may explain why sst2 mutants mate so poorly despite their increased sensitivity to pheromone.

### 3.2.5 Single-cell Fus3 activity assay using time-lapse microscopy

As described above, single-cell analyses of the yeast pheromone pathway have been focused on measuring the transcriptional response. To
directly monitor MAPK activity in single cells, we developed a KTR that is specific for Fus3 activity (Li, Roberts, et al., 2017). The reporter was engineered based on a truncated fragment of a Fus3 substrate, which translocates from the nucleus to the cytoplasm in response to pheromone stimulation. Importantly, this translocation is solely dependent on Fus3-mediated phosphorylation and is unaffected by Kss1. Therefore, nucleocytoplasmic localization changes of the reporter can be used to indicate the kinase activity of Fus3. We have demonstrated that this reporter has a fast response time, full reversibility, a high signal-to-noise ratio, and a high fidelity to Fus3 activity, enabling the real-time tracking of Fus3 signalling in single cells.

To illustrate its applications in studying the pheromone response, we used this reporter to examine the dynamics of Fus3 activity for wild-type, bar1Δ and gpa1<sup>G302S</sup> cells in a microfluidics device (Hao et al., 2013). In response to low (0.3 μM) and high (3 μM) doses of pheromone, we observed a striking difference in Fus3 activation dynamics in wild-type cells. Whereas cells exposed to 3 μM pheromone treatment show a rapid rise in and sustained Fus3 activation, cells exposed to 0.3 μM pheromone exhibit a slow and gradual increase in Fus3 activity (Figure 8a). In contrast, the supersensitive gpa1<sup>G302S</sup> and bar1Δ mutants displayed similar responses to 0.3 μM and 3 μM pheromone. Both doses of pheromone induced a sharp increase in Fus3 activity within 10 min, followed by prolonged Fus3 activation (Figure 8b,c). These results indicate that 0.3 μM pheromone is sufficient to saturate the MAPK responses in supersensitive mutants but not in wild-type cells.

**FIGURE 8** Kinase translocation reporter for Fus3 activity. Time traces of reporter responses to 3 μM (solid line) and 0.3 μM pheromone (dashed line) are shown for (a) wild-type, (b) gpa1<sup>G302S</sup>, and (c) bar1Δ. Shaded areas represent SE. Representative single cell time traces of Fus3 activation are shown for cells treated with 3 μM and 0.3 μM pheromone. The reporter response was quantified as cytoplasmic over nuclear fluorescence intensities (C/N ratio).
consistent with the results from immunoblotting (Hao et al., 2008; Figure 2).

4 | DISCUSSION

Here, we have compared quantitative measures of MAPK activation, substrate phosphorylation, transcriptional induction, and cell polarization in pheromone-treated cells. For each of these outputs, we presented methods for both population-based as well as single-cell analysis. We illustrated the methods by comparing the activity of wild-type cells with the benchmark gpa1Δ and bar1Δ supersensitive mutants.

Of the methods described here, MAPK phosphorylation is the most proximal to G protein activation. We have had limited success with two more direct measures of G protein activity, which produce responses that are comparatively weak and transient. One relies on loss of fluorescence resonance energy transfer between fluorescently-tagged Gpa1 and Ste18 (Yi, Kitano, & Simon, 2003). The other quantifies recruitment of overexpressed Ste5 from the nucleus and cytosol to Gβγ at the plasma membrane (Yu, Qi et al., 2008). We have also not discussed longer-term assays of cell cycle arrest, partner discrimination, and mating efficiency (Jackson & Hartwell, 1990a, 1990b; Sprague, 1991).

Changes in Fus3 or Kss1 phosphorylation are routinely determined by immunoblotting with phospho-p44/42 antibodies. Additionally, these antibodies have been used, in conjunction with fluorescence resonance energy transfer measurements, to document a gradient of activated Fus3 emanating from the shmoo tip into the body of the cell (Maeder et al., 2007). Such spatial regulation of Fus3 may be the result of localized activation (through targeted recruitment of Ste4, Ste20 and Ste5) and global inhibition (by cytoplasmic pools of the MAPK phosphatases Ptp3 and Msg5). However, it is important to note that Fus3 exists in both mono-phosphorylated and dually phosphorylated pools and the phospho-p44/42 antibodies are able to detect, to an extent, both forms of the protein (Bhattacharyya et al., 2006; Hur et al., 2008; Nagiec et al., 2015). This is a potential concern because mono-phosphorylated Fus3 does not stimulate, but rather inhibits, downstream signalling (Nagiec et al., 2015). In contrast, Phos-tag permits the quantitation of dually-phosphorylated, mono-phosphorylated, and non-phosphorylated MAPKs. Thus, we consider the Phos-tag method to be the most informative of the two detection methods. Either method can provide information about the relative sensitivity of various mutants to pheromone however, as illustrated here for the gpa1Δ and bar1Δ strains.

A major consequence of MAPK activation is new gene transcription. One of the proteins that is induced is Fus3 itself. Thus, Fus3 is part of a positive feedback loop where activation leads to increased expression and a further accumulation of phosphorylated protein. Consequently, there are two schools of thought for what constitutes "MAPK activity." The first argues that the absolute amount or concentration of phosphorylated MAPK dictates pathway output. The second argues that the proportion of protein that is monophosphorylated or dually phosphorylated is most important. Although we do not attempt to resolve this issue here, data from MAPK activation analysis can be interpreted in light of downstream outputs such as substrate phosphorylation, transcriptional induction, and morphogenesis.

With regard to substrate phosphorylation, a fluorescence-based reporter has recently been developed to specifically monitor Fus3 activity (Li, Roberts, et al., 2017). This reporter is composed of truncated fragments of Fus2, a direct Fus3 substrate. It has been further engineered so that the nucleocytoplasmic localization of this reporter depends solely on Fus3 activation. The reporter exhibits a fast response time, full reversibility, a high signal-to-noise ratio, and a high fidelity for Fus3 over Kss1. Furthermore, the reporter localizes predominantly in the nucleus before pheromone stimulation, its translocation requires nuclear entry of Fus3 and hence can reflect the dynamic localization of the activated kinase, which is important for inducing appropriate downstream mating responses (Chen, Patterson, Goupil, & Thorner, 2010). As illustrated in Figure 8, this reporter enables time-lapse tracking of Fus3 activity in individual cells in response to pheromone stimulation. Moreover, a substantial number of studies have demonstrated that individual cells respond very differently to the same pheromone treatment (Colman-Lerner et al., 2005; Poritz, Malmstrom, Kim, Rossmeissl, & Kamb, 2001; Wang, Hao, Dohlman, & Elston, 2006). This reporter provides a powerful tool to unravel the sources and mechanisms of these cell-to-cell variations and, in particular, the contribution of Fus3 activity to the heterogeneity in the mating response.

For the transcription reporter assays, we compared two common measures of activity: an established method that relies on induction of the enzyme β-galactosidase and a newer method that monitors GFP induction. Based on our comparison (Table 1), the enzymatic assay provides a higher dynamic range than that of the GFP-based assay. This difference may be due in part to the slow maturation time of GFP, which can take up to 45 min (Iizuka, Yamagishi-Shirasaki, & Funatsu, 2011). Another disadvantage of GFP is the potential for confounding effects of changes in cytoplasmic pH. For example, glucose deprivation results in a substantial decrease in intracellular pH, which has been documented to diminish the GFP signal (Isom, Page, Collins, Kapolka, Taghon, & Dohlman, 2018). GFP variants that are less pH-sensitive are available however and may be preferable under some circumstances. Although the β-galactosidase assay provides a superior signal-to-noise readout, its activity is also likely to be affected by chemical perturbants (or genetic mutations). Thus, with either method, careful consideration of experimental controls is needed.

For measurement in individual cells, a GFP (or similar fluorescent protein) reporter is the only option. For this application, we compared single-cell analysis by flow and imaging cytometry. An important advantage of flow cytometry is that these instruments can measure thousands of cells in a single experiment. In addition, some instruments permit the collection of cells with specific light scattering and/or fluorescence characteristics, allowing for the enrichment of mutants with rare signalling or morphological features. Another consideration is the need for a constitutively expressed reference reporter.
to correct for variations in cell size or shape. The use of two reporters requires a flow cytometer than can image multiple fluorescence channels and limits what other fluorophores can be used. Another important limitation of the method is the inability to monitor individual cells over time.

A newer strategy is the use of imaging cytometers. Here we described the use of an automated benchtop instrument (Celigo, Nexelom Biosciences) that provides brightfield and fluorescence imaging of micro-well plates. An important advantage of imaging cytometry over flow cytometry is that a single cell can be tracked over time.

<table>
<thead>
<tr>
<th></th>
<th>Phospho-MAPK antibodies</th>
<th>Phos-tag</th>
<th>β-galactosidase transcriptional reporter</th>
<th>GFP transcriptional reporter</th>
<th>Flow cytometry</th>
<th>Imaging cytometry</th>
<th>Microfluidics</th>
<th>Kinase translocation reporter</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPK phosphorylation</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAPK phosphorylation stoichiometry</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAPK activity</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>MAPK expression</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transcriptional response</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morphology</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>G1 Arrest</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gradient tracking</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>Time-course</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single-cell</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
<td></td>
</tr>
<tr>
<td>Single-cell time-course</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>●</td>
</tr>
<tr>
<td>High-throughput</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note.** All of the methods in this paper have their own advantages and limitations. This table summarizes the capabilities of each method.
Additionally, some data about cell morphology can be acquired, depending on the resolution of the instrument. Another advantage is the ability to normalize expression to cell size instead of using a second reporter gene (e.g., \( P_{ADH1}\)-mCherry). A limitation of imaging cytometry is the comparatively small number of cells that can be measured in any given experiment as compared with flow cytometry or population-based assays.

The penultimate step in the mating pathway is polarized cell expansion towards a potential partner. In this regard, an emerging strategy is to use microfluidics chambers to monitor responses to a gradient stimulus. Although cumbersome, it is the only method that can assess the ability of a cell to properly track a gradient over time. This approach can also provide data on cell cycle progression, transcriptional response, and the morphology of individual cells.

The use of microfluidics has uncovered at least two important findings related to pheromone signalling. The first was the realization that Fus3, but not Kss1, is responsible for gradient tracking (Conlon, Gelin-Licht, Ganesan, Zhang, & Levchenko, 2016; Erdman & Snyder, 2001; Errede, Vered, Ford, Pena, & Elston, 2015; Hao et al., 2008; Hegemann et al., 2015; although another group reported a specific requirement for Kss1; Paliwal et al., 2007). This was surprising to us given that Fus3 and Kss1 are both activated by the same upstream protein kinases, and either MAPK can sustain mating transcription and elongated growth (Breitkreutz et al., 2001; Conlon et al., 2016; Erdman & Snyder, 2001; Errede et al., 2015; Hao et al., 2008; Hegemann et al., 2015; Paliwal et al., 2007; Roberts et al., 2000; Zeitlinger et al., 2003). In parallel experiments using phospho-p44/42 antibodies, we determined that gradient tracking is the result of the distinct temporal and dose-dependent activation properties of Fus3. Whereas Kss1 activation peaks quickly, Fus3 activation increases slowly and at a constant rate that is independent of the pheromone level. Whereas Kss1 is activated with a graded dose–response profile, Fus3 exhibits a steeper dose–response relationship (ultrasensitivity). Using a mutant form of Ste5 that does not bind to Fus3, we determined that Ste5 is necessary for the slow and ultrasensitive activation of Fus3 (Hao et al., 2008; Malleshaiah, Shahrzeaei, Swain, & Michnick, 2010). When binding to Ste5 is abrogated, Fus3 activation resembles that of Kss1, and the cell can no longer expand towards a pheromone gradient (Hao et al., 2008). Subsequent work using Phos-tag has revealed a synergistic relationship between two important regulators of Fus3, Ste5 and the dual-specificity phosphatase Msg5 (Nagiec et al., 2015) as well as cooperation between two targets of phosphorylation, Ste5 and the Gy subunit Ste18 (Choudhury, Baradaran-Mashinchi, & Torres, 2018).

Microfluidics studies have also revealed new and important contributions of Sst2. Sst2 is best known as a GTPase-activating protein for Gap1, but it also binds to the pheromone receptor Ste2 and promotes proper receptor trafficking to the cell surface (Apanovitch, Iiri, Karasawa, Bourne, & Dohlan, 1998; Ballon et al., 2006; Venkatapurapu et al., 2015). Because deletion of Sst2 disrupts both interactions, we have used mutants that uncouple binding to Gap1 and Ste2 selectively. The \( gpa1^{Q304N}\) mutation decreases Sst2 binding to the receptor while leaving RGS-G protein interactions intact (Ballon et al., 2006). Although both mutants are equally supersensitive to pheromone (Dixit et al., 2014), the \( gpa1^{Q302S}\) mutant alone exhibits a defect in polarized cell expansion. These findings point to the GAP activity as essential for gradient tracking.

### 4.1 Applications to systems biology

Quantitative measurements of pathway output, at various stimulus concentrations and over broad time scales, have been used to develop mathematical models of the GPCR/MAPK signalling pathway (English et al., 2015; Nagiec et al., 2015). For a detailed review of signal processing and the development of predictive models for MAPK signalling in yeast, we refer the reader to several reviews (Atay & Skotheim, 2017; Hao et al., 2007). In this section, we highlight a few examples from our own work that demonstrate how quantitative measurements and mathematical modeling have been integrated to gain insight into design principles that underlie information processing in these signalling systems. In one case, we used mathematical models to demonstrate how negative regulators of pathway activity play dual roles and promote signalling at specific times during the yeast mating response. In particular, a mathematical model developed in Houser, Ford, Nagiec, Errede, and Elston (2012) was used to explain the counterintuitive observation that deletion of the transcriptional repressor DIG2 led to a decrease in pheromone-induced transcription, whereas deletion of the homologous gene DIG1 had the opposite effect (these opposing effects on signal could account for their opposing effects on noise; McCullagh et al., 2010). The model suggested that Dig2 promotes pheromone-induced gene expression by stabilizing the transcriptional activator Ste12. This stabilization creates a large pool of Ste12 that is rapidly activated following exposure to pheromone. These model predictions were then confirmed experimentally using live-cell imaging of a fluorescent reporter for gene expression (Houser et al., 2012).

There is a growing appreciation that cells encode information about environmental conditions not only in the amplitude of pathway activity but also in the temporal response of the signalling network (Purvis & Lahav, 2013). In particular, we used mathematical modelling to demonstrate that information about the stimulus concentration can be encoded in the duration of signal activity (Behar, Hao, Dohlan, & Elston, 2008). This “dose-to-duration” encoding was suggested by quantitative analysis, using mathematical modelling, of experimental data for MAPK signalling during the yeast mating response. Recently, we used quantitative measurements of MAPK signalling to demonstrate that dose-to-duration encoding is also characteristic of MAPK activation in response to high osmolality signalling (English et al., 2015). Our measurements revealed that the MAPK Hog1 is fully activated in a switch-like fashion over a wide range of salt concentrations, but the duration of MAPK activity is proportional to the salt concentration. Hog1 signalling is thereby converted from a switch to a rheostat, for both phosphorylation of upstream (Ste50) and downstream...
(transcription) targets, in a manner that is dependent on the duration of pathway activity (English et al., 2015).

Considerable work has likewise been devoted to modelling polarity establishment and gradient sensing during the yeast pheromone response (Chiu, Balasubramanian, & Lew, 2017). In our own work, we have integrated mathematical modelling with experimental measurements to demonstrate how reshaping of the pheromone gradient through release of the protease Bar1 is used by yeast to avoid competition for potential mating partners (Jin et al., 2011) and to explain the role of polarized G protein activation in tracking pheromone gradients (Kelley et al., 2015; McClure et al., 2015). We have likewise combined quantitative measurements with mathematical modelling to demonstrate how negative feedback in the polarity circuit makes this signalling pathway more robust to variations in the abundance of pathway components (Howell et al., 2012).

Finally, our approach has revealed how Sst2 contributes to proper receptor recovery at the growing edge of pheromone-stimulated cells. In particular, our model predicted that pheromone-induced synthesis of Sst2, coupled with its interaction with the receptor, is required to establish a receptor pool at the polarity site. Again, these results were confirmed by quantitative experimental measurements made using live-cell imaging of fluorescently labelled receptor and with mutants that target the specific functions of Sst2 (Venkatapurapu et al., 2015).

In summary, there is a growing number of examples of how quantitative measurements of pathway activity and noise, at various stimulus concentrations and over broad time scales, have been used to develop mathematical models of GPCR/MAPK signalling in yeast. Such models have been used to identify novel regulatory mechanisms and to predict the behaviour of mutational or environmental perturbations. It is our expectation that the methods and models developed in yeast may eventually be adapted to more complex systems—including humans—to predict the behaviour of genetic, environmental, or pharmacological perturbations affecting human health.
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