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Highlights 
Systems-level approaches complement 
static insights by revealing how gene 
regulatory networks (GRNs) dynamically 
regulate cellular aging and promote 
longevity. 

Observing the dynamics of heme biosyn-
thesis and nucleolar silencing in budding 
yeast reveals distinct aging modes, and 
synthetic biology can significantly extend 
lifespan. 

Negative feedback loops in aging-
related processes such as proteostasis, 
Aging is a dynamic process that is driven by cellular damage and disruption of 
homeostatic gene regulatory networks (GRNs). Traditional studies often focus 
on individual genes, but understanding their interplay is key to unraveling the 
mechanisms of aging. This review explores the gene circuits that influence lon-
gevity and highlights the role of feedback loops in maintaining cellular balance. 
The SIR2–HAP circuit in yeast serves as a model to explore how mutual inhibition 
between pathways influences aging trajectories and how engineering stable 
fixed points or oscillations within these circuits can extend lifespan. Feedback 
loops crucial for maintaining homeostasis are also reviewed, and we highlight 
how their destabilization accelerates aging. By leveraging systems and synthetic 
biology, strategies are proposed that may stabilize these loops within single 
cells, thereby enhancing their resilience to aging-related damage. 
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energy metabolism, and DNA damage 
response pathways maintain cellular 
homeostasis and counteract aging-
related deterioration. 

Synthetic biology offers potential inter-
ventions to reinforce feedback circuits, 
thereby mitigating age-related diseases 
and promoting healthy aging.
Unraveling gene regulatory networks 
Although human lifespan has increased over time, this has not necessarily been accompanied by 
a corresponding improvement in the health of the elderly population [1,2]. Reducing the 
healthcare burden of aging requires novel approaches that are rooted in a deeper understanding 
of the biology of aging [3,4]. The aging process is driven by the accumulation of cellular and 
genetic damage, stemming from a complex interplay of intrinsic biological mechanisms and 
external environmental influences [4,5]. Earlier aging studies focused on individual genes or 
pathways in isolation and measured lifespan as a static endpoint [6–11]. As a result, how aging-
related genes interact with one another and how these gene regulatory networks (GRNs, 
see Glossary) operate dynamically to drive aging remain significant unanswered challenges. 

GRNs consist of nodes, that symbolize genes or regulatory elements, and edges, that depict 
the interactions or regulatory connections between these nodes (Figure 1). Highly connected 
nodes at the center of a GRN are the major orchestrators of the response of a cell to stimuli. 
The dynamics of these nodes can often be explained by focusing on a few key local interactions, 
namely subgraphs. This simplification facilitates mathematical modeling and permits simulations 
of dynamics under different parameter regimes. Network motifs are recurrent sub-GRNs, 
typically including up to four nodes, that have characterized behaviors [12,13]. Network motifs 
can be as simple as positive autoregulation which ensures the sustained activity of a node 
(Figure 1, top right). By contrast, mutual inhibition between two nodes can lead to two distinct 
cell fates (Figure 1, center right) where the system stabilizes in one of two states based on initial 
conditions but can also be extended to support quadrastable states [14]. The negative feedback 
loop is a motif that is especially crucial for ensuring homeostasis, and is activated by deviations 
from a set point that trigger mechanisms to counteract those changes (Figure 1, bottom right). 
These motifs are observed in many GRNs and are reinforced by redundant and compensatory 
pathways to increase the resilience of the system to perturbations.

Decoding the emergent behavior of aging-related GRNs sets the stage for rational design of new 
interventional strategies to mitigate age-related diseases and promote healthy longevity.
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Glossary 
Dynamic range: the range of activity 
levels a gene or network can achieve, 
from its lowest (or baseline) level to its 
highest possible level in response to a 
stimulus or signal. 
Dynamics: the changes in node activity 
over time. For example, a gene can turn 
on or off and have different magnitudes 
of its expression/activity. Dynamics can 
be nonlinear, for example oscillations or 
fluctuations in response to different 
conditions or signals. 
Gene regulatory networks (GRNs): a 
'wiring diagram' that illustrates the 
interactions between genes and their 
regulatory elements. In GRNs, genes are 
referred to as nodes and the interaction 
between two nodes is referred to as an 
edge. These interactions control the 
levels of gene expression or protein 
activity, determine how a cell responds 
to various stimuli, and coordinate its 
biological processes. 
Gompertz law: a mathematical  model  
describing the exponential increase in 
mortality rate with age, commonly used 
in aging research. 
Limit cycle: a closed  trajectory  in  
phase space that represents sustained 
oscillations with neither decay nor 
growth. As an isolated trajectory, 
neighboring paths either spiral towards 
or diverge away from it. In biology, it 
often describes a pattern of behavior 
where the activity of particular genes or 
proteins repeatedly cycles over time in a 
stable and predictable way; for example, 
the expression of genes involved in the 
circadian rhythm oscillates in a 24 h 
cycle. 
Longevity: the length of time an 
organism lives, as well as its ability to 
maintain good health and function 
during that time (i.e., healthspan). 
Parameter: in mathematical modeling, 
a parameter is a fixed value used in the 
model to describe specific aspects  of  
the system being studied. Parameters 
act like the settings or 'dials' that define 
how nodes behave and interact over 
time. 
Replicative aging: in yeast, this refers 
to the number of times a mother cell can 
divide to produce daughter cells before it 
stops dividing and enters senescence. 
Yeast cells are asymmetrically dividing 
organisms, meaning the mother cell 
retains particular aging-related factors 
while the daughter cell starts 'fresh'. 
Resilience: the ability of a node to 
maintain stable expression levels or
However, the intricate nature of aging-related processes cannot be fully understood through 
traditional reductionist methods. Instead, systems-level approaches designed to analyze the 
nonlinear dynamics of gene circuits are required. In addition, such network-based approaches 
can be naturally integrated with synthetic biology to reveal the design principles of prolongevity 
strategies. This review focuses on a series of recent studies in the model organism Saccharomyces 
cerevisiae (baker's yeast). S. cerevisiae is a powerful model organism for studying aging because it 
shares evolutionarily conserved molecular mechanisms that are associated with longevity, is highly 
amenable to genetic manipulation, and, owing to its relatively short generation time, can reveal 
aging-related processes over multiple generations in a relatively short period. Yeast display several 
of the canonical hallmarks of aging including dysregulation of nutrient sensing [15,16], mitochon-
drial dysfunction [17–19], loss of proteostasis [20–22], genomic instability [23–27], and others 
[28]. We review how these studies demonstrate that a dynamic systems approach can bring 
new insights to aging biology, followed by discussing the potential applications of this approach 
to different aging-related networks in yeast and mammals.

An example of a pipeline for the assembly and verification of a GRN 
In decoding the regulatory relationships of a GRN, researchers can infer not only the direct 
interactions between nodes but also speculate on their emergent and dynamic behaviors. For 
instance, a negative feedback loop might suggest oscillatory dynamics between nodes A and 
B, where the system alternates between an Ahigh Blow state and the reverse (Figure 1, bottom 
right). Such insights are most accurately derived from a combination of methods. This section 
provides an example of a pipeline for constructing GRNs that incorporate both static and dynamic 
information. 

Generating novel or utilizing publicly available bulk or single-cell RNA-sequencing (scRNA-seq) 
data is an excellent starting point owing to its high dimensionality. For example, bulk RNA-
sequencing performed before and after a perturbation can be analyzed using weighted gene 
coexpression network analysis (WGCNA) to identify gene modules based on coexpression 
patterns that become differentially expressed in response to a perturbation [29]. These modules 
can then be input into pathway analysis algorithms such as gene set enrichment analysis (GSEA) 
[30] to determine enriched biological pathways and processes. 

If scRNA-seq data are available, tools such as SCENIC and SCENIC+ add an additional layer 
of information by incorporating transcription factor (TF) binding and target gene interactions to 
generate coexpression modules specific to subpopulations within heterogeneous samples 
[31,32]. For example, by analyzing the covariability between cis-regulatory elements and gene 
expression, researchers identified GRNs that encode cell type-specific gene expression in  fly 
brain [33]. Gene expression trajectories can be inferred using tools such as Monocle [34] and
scVelo [35] to elucidate how dynamics differ during branching events that lead to the differentia-
tion of distinct cell types. Pathway analysis and tools such as MetaFlux [36] can predict pertinent 
cellular processes for distinct cell types. 

To summarize, at this point in the pipeline, the following have been identified: (i) differentially 
regulated genes and regulons at specific timepoints, (ii) key regulators of cell trajectories and 
gene expression dynamics, and (iii) pathways associated with these timepoints. This information 
can provide the starting point for generating ordinary differential equations (ODEs) that describe 
the system. For example, TFs identified through SCENIC+ as key regulators can be modeled 
as activators or repressors in ODEs, and their target gene expression levels described by produc-
tion and degradation rates can be inferred from Monocle or scVelo. Additional nodes that repre-
sent larger metabolic pathways can be incorporated with the appropriate regulatory interactions
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recover its normal patterns of activity 
following disruptions caused by 
environmental changes, stress, or 
damage. This resilience is supported by 
multiple direct and indirect interactions 
with other nodes in the network which 
help to buffer against disturbances and 
restore balance. 
Robustness: the ability of a GRN to 
maintain stable and proper functioning 
despite challenges such as cellular 
stressors, genetic mutations, or noise in 
gene expression. For example, a GRN 
may be considered to be robust if 
removal of a node within that GRN does 
not alter its ability to respond to a 
stimulus. 
Senescence: a state in which a cell 
stops dividing and growing but remains 
alive and metabolically active. 
Senescence-associated secretory 
phenotype (SASP) factors: the 
molecules that senescent cells release 
into their surroundings, including 
proteins that induce inflammatory 
signals. 
Stable fixed point: a state where the 
activity levels of genes or proteins settle 
into a constant value and remain there, 
no matter the initial conditions or small 
disturbances. 
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deduced from coexpression of genes within pathways. Once a GRN has been assembled, its 
dynamic behavior can be simulated with COPASI [37] or PySB [38] for ODE-based simulations, 
or by using stochastic frameworks such as StochPy [39] to capture cell-to-cell variability in 
gene expression.

Researchers can then follow up on central regulators by single-cell imaging. By using endogenous 
tagging, fluorescent reporters, dyes, or biosensors, the dynamics of these nodes can be revealed 
through single-cell time-lapse imaging [40]. For example, to capture the dynamics of a TF identified 
by SCENIC+, one can use as a proxy the expression of a fluorescent protein driven from a pro-
moter recognized by that TF. For nodes that encompass multiprotein kinases that are largely reg-
ulated through post-translational modifications, biosensors are a good option [41]. Researchers 
can also use dyes that report on metabolic activity, such as tetramethylrhodamine (TMRM or 
TMRE) which exhibits increased fluorescence with higher mitochondrial membrane potential. 
The data collected from imaging the dynamics of these processes in response to a perturbation 
can be used to constrain the parameters of the ODE, thereby refining the model. Once the 
model has been optimized it can reveal crucial information about the stability of cellular states – 
for example, whether oscillations within the GRN represent a stable limit cycle or transient fluctu-
ations between unstable points, and which specific cell states are maintained over time. 

Dynamic systems analysis to gene circuits in cellular aging 
The replicative aging of the budding yeast S. cerevisiae has proved to be a genetically tractable 
model for the aging of mitotic cell types in mammals and has led to identification of many 
conserved genes that influence longevity [42]. By contrast, the study of chronological aging in 
S. cerevisiae, namely the lifespan of a non-dividing cell, provides complementary insights, espe-
cially regarding postmitotic cells such as neurons [43]. This paper focuses on gene circuits that 
extend replicative aging to explore its contributions to mitotic cell aging. 

Over the past 7 years the integration of high-throughput dynamic measurements with computa-
tional modeling has been used to investigate the network-driven dynamics of yeast aging [44–50]. 
This work revealed that genetically identical yeast cells age through two different trajectories that 
display distinct phenotypic changes – one with ribosomal DNA (rDNA) silencing loss and nucleo-
lar decline (Figure 2, designated as mode 1 aging), and the other with heme depletion and 
mitochondrial decline (Figure 2, mode 2 aging). The divergent progression towards mode 1
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Figure 1. Representation of the aging process through subnetworks of gene regulatory networks (GRNs). Dynamic systems analysis can be used to model 
the complex interplay between GRNs in the aging process. GRNs are composed of nodes (genes or regulatory elements, depicted as circles, e.g., node A and node B) and 
edges (interactions or regulatory relationships between these nodes, depicted as lines, e.g., iAB is the regulation of node A onto node B). Damage accumulation and 
changes in gene regulation are key factors that drive aging, and the GRNs that respond to such perturbations can be broken down into smaller and more manageable 
subnetworks (sub-GRNs). These sub-GRNs typically consist of 1–4 nodes (circles) and their relationships (arrows) with other nodes. Sub-GRNs that occur consistently 
within GRNs are termed network motifs, which give rise to important temporal behaviors such as sustained activity, bimodality, and oscillatory behavior. These 
dynamical behaviors then lead to a specific response or change in the cellular state.
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Figure 2. Dual aging trajectories and 
engineered longevity interventions 
in Saccharomyces cerevisiae. 
Replicative aging of S. cerevisiae 
proceeds through two distinct aging 
trajectories: mode 1, characterized by 
nucleolar decline and ribosomal DNA 
(rDNA) silencing loss, and mode 2, 
marked by mitochondrial decline and 
heme depletion. The balance between 
these two aging modes is governed by 

a mutual inhibition circuit between SIR2, a lysine deacetylase involved in rDNA silencing, and HAP, a complex that regulates 
heme biosynthesis and mitochondrial function. Genetic interventions designed to overexpress SIR2 result in a new aging 
mode (mode 3). Genetically rewiring the SIR2–HAP circuit into a negative feedback loop led to longevity with intermediate 
SIR2 and HAP levels (oscillating between mode 1 and mode 2) and thus to significant lifespan extension. This was also 
evident in cases of limited or periodic glucose availability. These findings demonstrate how genetic manipulations can 
modulate aging trajectories in yeast, and offer a framework for studying longevity interventions that could be further 
investigated in other organisms. 
versus mode 2 aging is governed by a mutual inhibition circuit of sirtuin 2 (SIR2) and heme-acti-
vated protein (HAP) in which the lysine deacetylase SIR2 mediates rDNA silencing to maintain nu-
cleolar stability [25,51], whereas the HAP complex controls the expression of genes required for 
heme biogenesis and mitochondrial function [52]. 

A mathematical model composed of two ordinary differential equations revealed that mutual 
inhibition between SIR2 and HAP gives rise to multiple different stable fixed points (or steady 
states) on the SIR2–HAP landscape [46]. The aging process of each single cell can thus be 
viewed as divergent progression towards these steady states – progression towards the low-
SIR2 high-HAP state corresponds to mode 1 aging with rDNA silencing loss and nucleolar 
decline, whereas trajectories towards the low-HAP state correspond to mode 2 aging featuring 
mitochondrial deterioration [46]. 

This dynamical model not only serves to understand the natural aging processes but can also 
guide the design of interventional strategies for longevity. The main objective of such interventions 
is to prevent or at least delay progression towards the detrimental ending states of either mode 1 
or mode 2 aging that are linked to rapid damage accumulation and cell death. This task is partic-
ularly challenging because elevating either SIR2 or HAP, the two opposing longevity factors, 
tends to push the cell towards the alternative aging path, which ultimately leads to cellular decline 
and death. Therefore, effective interventions must navigate this delicate balance to avoid inadver-
tently accelerating the aging process by tipping the system too far in either direction. From a 
dynamical systems perspective, this requires the creation of a new stable fixed point or a limit 
cycle around the healthy, young state with intermediate SIR2 and HAP levels. Under the guidance 
of modeling, this has been realized experimentally by genetic engineering and synthetic biology 
[46,49]. 

Genetic perturbations of SIR2 and HAP were performed to create a new stable fixed point for 
longevity within the SIR2–HAP space. It was found that twofold overexpression of SIR2 gener-
ated a new long-lived aging mode that concluded at a state characterized by intermediate levels 
of SIR2 and HAP (Figure 2, mode 3 aging). This observation was reproduced by the model in 
which twofold elevation in SIR2 level can partially counteract the inhibition from HAP, leading to 
the emergence of a new stable fixed point which corresponds to experimentally observed 
mode 3 aging. The model further predicted that an additional elevation in HAP under these con-
ditions can stabilize this new stable fixed point and enrich mode 3 cells in an aging population. 
This prediction was validated experimentally, and resulted in a ~60% increase in lifespan [46].
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In a separate study, to create a limit cycle for longevity, the endogenous SIR2–HAP circuit was 
genetically rewired into a negative feedback loop which can theoretically produce sustained 
oscillations in SIR2 and HAP levels. To accomplish this experimentally, the native promoter of 
SIR2 was replaced by the HAP-inducible CYC1 promoter to introduce positive transcriptional 
regulation of SIR2 by HAP. To enable transcriptional inhibition of HAP by SIR2, a construct 
containing the HAP4 gene (encoding a major component of the HAP complex) was inserted 
under a constitutive promoter into the rDNA region which is subject to transcriptional silencing 
mediated by SIR2. The rewired strain exhibited oscillations in SIR2 and periodic cycling of 
rDNA silencing and heme biogenesis during aging, without a prolonged commitment to either 
rDNA silencing loss (mode 1) or heme depletion (mode 2). This resulted in an 82% increase in 
lifespan – a record for yeast lifespan extension by interventions [49] (Figure 2). This work 
established, for the first time, the causal connection between gene network architecture and 
cellular longevity. 

The stable fixed point for longevity can also be created by modulating environmental glucose 
levels. Previous studies showed that glucose limitation can increase the activities of both SIR2 
and HAP [53–58] and can extend lifespan in yeast and other model organisms [59], raising the 
possibility that such environmental alterations could give rise to a longevity stable fixed point 
similar to the one created by gene overexpression. To test this, the effect on yeast aging of 
glucose concentrations ranging from 5% to 0.02% was systematically evaluated. Changes in 
glucose levels were found to modulate SIR2 and HAP activities with different dose–response 
relationships and thereby influence the balance of the two factors and the fate decision of 
aging – decreasing glucose level biases the fate commitment towards mode 1 aging. Intriguingly, 
0.1% glucose leads to a subtle equilibrium between SIR2 and HAP at intermediate levels, result-
ing in the emergence of a longevity stable fixed point and therefore an optimal lifespan extension 
effect compared to other glucose levels tested. Moreover, it was shown both by theory and 
experiment that periodic oscillations of external glucose levels can also enable a dynamic stabili-
zation of the system around intermediate SIR2 and HAP levels, leading to an extended lifespan 
without creating the longevity stable fixed point [50]. Efforts are ongoing to expand the SIR2– 
HAP circuit to more effectively simulate yeast aging trajectories, including the identification of 
novel modes of aging. This includes leveraging sequencing and imaging approaches, as 
discussed in the previous section, and elucidating whether there is bifurcation in the dynamics 
of additional pathways associated with aging (see Outstanding questions). The lifespan-
extending effects of SIRT1, the mammalian homolog of SIR2, have also been observed in mice 
when SIRT1 is activated either pharmacologically [60] or through brain-specific overexpression 
[61] in mice on a standard diet, suggesting that it is relevant to mammalian aging models. 

In addition to work on the SIR2–HAP circuit in aging, there a growing number of studies have 
used a systems approach to unravel the emergent quantitative properties of aging. For example, 
the group of Uri Alon developed a paradigmatic model to simulate the dynamics of damage 
accumulation and cell death. In their model, the aging process can be described as a competition 
between accelerating damage accumulation and saturating damage removal in which cell death 
occurs when the damage level exceeds a particular threshold. This model can help to quantita-
tively explain the characteristic dynamic features of aging, such as the Gompertz law [62], 
and can recapitulate aging dynamics and survival curves across different organisms [63–65]. 
The group of Murat Acar used microfluidics-based time-lapse imaging to monitor  replicative
aging in yeast cells and revealed emergent single-cell properties during aging, such as transcrip-
tional noise reduction [66] and lifespan scalability ([67], reviewed in [68,69]). A more comprehen-
sive review on systems analysis of aging across different scales from single cells to human 
physiology is provided by Cohen et al. [70].
Trends in Cell Biology, Month 2025, Vol. xx, No. xx 5
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A general design principle for gene circuits related to longevity 
A general theme from the studies discussed in the preceding text can be summarized as follows: 
aging drives a deviation of important functional proteins from their 'healthy' ranges, leading to cell 
deterioration and eventually cell death. Gene circuits embedded around these key factors can 
either accelerate or decelerate this process. Among these circuits, negative feedback loops func-
tion to dynamically counteract the effects of aging and thereby could serve as a general design 
principle for longevity. In many cases, such feedback loops can give rise to oscillations in the 
level of key functional factors, thereby enabling dynamic homeostasis around the healthy state. 
This section discusses different pathways that contain endogenous negative feedback loops 
with a potential prolongevity function. Speculation is offered on how aging may disrupt these 
feedback circuits, leading to functional decline in aged cells. Strategies are proposed to enhance 
the robustness and resilience of these circuits that may mitigate the effects of aging. 

Proteasome feedback circuit 
Loss of protein homeostasis is a conserved  hallmark of aging [4,71] and is associated with 
neurological age-related pathologies such as Alzheimer's disease and Parkinson's disease 
[72]. Studies in model organisms have revealed that damaged/misfolded proteins accumulate 
in aging cells, causing cell deterioration and age-related pathologies [73,74]. The proteasome is 
a multisubunit proteolytic complex that degrades proteins marked by the attachment of small 
ubiquitin peptides which functions as the primary intracellular machinery for removing damaged 
proteins in aging [75]. 

Proteasomal activity is a conserved mechanism for protein degradation in eukaryotes, and its 
capacity is modulated in response to the level of damaged proteins through intricate feedback 
mechanisms. For example, in yeast, the abundance of the proteasome is regulated by a negative 
feedback loop [76]. In this case, RPN4 is a transcriptional activator required for expression of the 
genes encoding proteasomal components. However, it is also a target for degradation by the 
assembled, active proteasome, and is therefore extremely short-lived (Figure 3). Under normal
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Figure 3. Regulation of the
proteasome feedback loop and
its deterioration with age. The
proteasome is a multisubunit complex
responsible for degrading damaged
proteins to maintain protein homeostasis
RPN4, a key transcriptional activator
upregulates the expression o
proteasome genes and is degraded
by the active proteasome, thereby
forming a negative feedback loop. As
damaged proteins accumulate, RPN4
degradation decreases, which in turn
increases proteasome expression to
restore balance. However, during
aging, the transcriptional capacity o
proteasome genes decreases owing to
disruptions of regulatory elements such
as RPN4 and transcriptional activators
such as HSF1. This breakdown leads
to reduced proteasome activity, causing

further protein damage accumulation and ultimately cell death. Interventions are proposed to enhance the resilience o
the proteasome feedback loop. These include engineering RPN4 and proteasome gene promoters to increase
their transcriptional capacity, thereby introducing an alternative negative feedback loop (blue dashed lines) that is less
sensitive to age-related transcriptional declines, potentially leading to sustained proteostasis which may delay aging. Ø
denotes degradation of protein.
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physiological conditions this feedback circuit maintains homeostasis between the proteasome 
and damaged proteins. An increase in the amount of damaged proteins, which compete with 
RPN4 for the existing proteasome pool, can reduce RPN4 degradation and thereby elevate 
RPN4 protein levels. RPN4, in turn, upregulates the amount of the proteasomes to remove 
excess damaged proteins. Once damaged proteins are cleared, RPN4 is rapidly degraded by 
the proteasomes, bringing the proteasome pool back to its basal level.

In the early phases of aging, this feedback circuit functions to remove age-induced damaged 
proteins and maintain proteasome homeostasis. However, during aging, reduced transcriptional 
capacity of proteasome genes compromises this GRN [77,78]. scRNA-seq over the lifespan of 
C. elegans revealed that the most commonly downregulated genes across cell types were 
those involved in proteostasis within the endoplasmic reticulum (ER), including the chaperone 
HSP4/BiP [78]. An age-dependent decline in the activity of heat shock factor 1 (HSF1), a con-
served transcriptional activator of the proteasome genes [79], has also been observed in various 
tissues and organisms [80–82]. These age-induced changes take effect together and push the 
feedback system out of its homeostatic regime, leading to further reduced proteolytic activity 
and uncontrolled protein damage accumulation and eventually cell death, as observed in various 
types of organisms [73,83–90] In support of this scenario, deletion of RPN4, leading to a reduced 
proteasome pool, shortens yeast lifespan, whereas deletion of UBR2, encoding a ubiquitin ligase 
that mediates RPN4 degradation by the proteasome, leads to elevated proteasome capacity [91] 
and extends lifespan [92]. 

A brute-force strategy to overcome the effects of aging is to simply increase the  proteasome
pool by gene deletion or overexpression, which can indeed lead to lifespan extension to some 
extent [92]. However, constitutive overexpression or overactivation of the proteasome has det-
rimental side effects and impairs cell growth and viability [93,94]. Therefore, a more delicate 
and effective strategy to enhance the resilience of the proteasome feedback circuit can be 
achieved by engineering the promoters of key factors in the circuit. For example, increasing 
the transcriptional capacity and dynamic range of RPN4 and proteasome genes may endow a 
more robust response against age-induced alterations (Figure 3, blue dashed lines). Alternatively, 
an orthogonal negative feedback loop that is less sensitive to the effects of aging can be 
introduced to drive the expression of proteasome genes. Such efforts can be built upon previ-
ous work that created synthetic gene oscillators using standardized transcriptional control 
elements [95–97]. 

Energy homeostasis circuit 
Metabolic reprogramming is associated with aging, and modulating energy intake or metabolic 
rate can dramatically influence longevity [98–100]. For example, mTORC1 is well known to be 
negatively associated with lifespan [101]. Deletion of TOR1 in yeast extends lifespan [102]. 
Depleting mTORC1 activity either through deletion of the gene encoding its downstream effector 
S6 kinase or by introducing a hypomorph [103,104] leads to increased survival in mice. Pharma-
cological inhibition of mTORC1 by rapamycin has shown increase in lifespan in yeast, worms, 
flies, and mouse [105]. 

It was recently found that the divergent aging trajectories of single yeast cells are associated with 
distinct metabolic changes – mode 1 aging features a transition from fermentation to respiration, 
whereas mode 2 aging features enhanced glycolysis and suppressed respiration which may 
result in changes to intracellular ATP [50]. Importantly, many studies showed that ATP levels 
decline with age in various organisms, indicating that loss of energy homeostasis is a major hall-
mark of aging [50,106,107].
Trends in Cell Biology, Month 2025, Vol. xx, No. xx 7



Trends in Cell Biology
OPEN ACCESS
Maintaining energy homeostasis requires a balance between ATP production and consumption. 
AMP-activated protein kinase (AMPK) is a primary energy sensor that is conserved throughout 
eukaryotes [108–110]. AMPK senses increases in the intracellular ratio of AMP/ATP and 
promotes catabolic pathways to generate ATP. Under normal physiological conditions when 
ATP is sufficient, AMPK is inactive. However, when the intracellular ATP level goes down, 
AMPK becomes active and phosphorylates metabolic enzymes and TFs to promote ATP-
producing catabolic pathways and inhibit ATP-consuming biosynthetic pathways [111] 
(Figure 4). AMPK is switched off when the ATP level is restored to its normal state. 

In the early phases of aging, the AMPK pathway is sufficient to counteract age-induced ATP 
changes and maintain energy homeostasis of the cell. During aging, mitochondrial dysfunction 
causes a substantial decrease in ATP production. However, at the same time, the responsive-
ness of AMPK declines with age [112–116]. Although the mechanisms underlying this reduction 
remain unclear, they may relate to age-dependent elevation in the expression or activity of protein 
phosphatases that function to turn off AMPK [116]. The decreased sensitivity of AMPK breaks the 
balance between ATP sensing and production, resulting in uncontrolled energy deficiency in aged 
cells. In agreement, boosting AMPK activity slows aging and extends lifespan [117–119], 
whereas deletion or inhibition of AMPK shortens lifespan [120]. 

Similarly to SIR2, HAP, and proteasomes, although AMPK is generally considered to be a 
prolongevity factor, constitutive overexpression or overactivation of AMPK can elicit negative 
effects on various physiological processes [108,121] and  lifespan  [120]. A potential strategy 
against the effects of aging could be to engineer a robust negative feedback loop to drive the 
expression of AMPK. This could be achieved by introducing an additional copy of the AMPK 
gene under an the control of an AMPK-repressible promoter (Figure 4). Governed by this circuit, 
the expression of AMPK can be dynamically adjusted based on its activity and can counteract its 
reduced responsiveness in aged cells. 

p53 feedback circuit 
p53 (also known as TP53) is a central TF within the GRN that responds to DNA damage, and has 
therefore been dubbed the guardian of the genome. The major regulator of p53 dynamics is its 
transcriptional target, MDM2, encoding the repressor MDM2, yielding a negative feedback loop
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Figure 4. Regulation of AMPK
and its role in maintaining energy
homeostasis during aging. When
intracellular ATP levels drop, AMPK
becomes active and promotes ATP-
producing catabolic pathways while
inhibiting ATP-consuming biosynthetic
pathways. During early aging, this
system remains effective. However
as aging proceeds, mitochondria
dysfunction reduces ATP production
and AMPK responsiveness declines
leading to energy imbalances and cel
death. Aging drives the dysfunction o
energy production, whereas AMPK
promotes catabolic pathways to
restore ATP levels. Decreased AMPK

sensitivity disrupts energy balance, pushing the cell towards death. A proposed intervention (blue dashed lines) includes
introducing an additional AMPK gene copy under a negative feedback loop to dynamically regulate AMPK expression and
counteract its age-related decline in activity. This intervention aims to restore energy balance while preventing the
detrimental effects of AMPK overexpression on longevity. 
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(Figure 5). p53 was predicted and later experimentally verified to oscillate in response to DNA 
damage [122–126]. When a DNA double-stranded break (DSB) occurs, the MRN complex 
(including MRE11, RAD50, and NBS1) recognizes the break and recruits ATM to the site 
[127–129]. Upon recruitment, ATM becomes autophosphorylated and activated as a serine/thre-
onine kinase [130,131]. Phosphorylated ATM then upregulates p53 levels by inhibiting MDM2, 
thereby preventing p53 ubiquitination and degradation, and, by directly phosphorylating p53, en-
hances its stability and activity [132,133]. p53 subsequently promotes the transcription of hun-
dreds of genes in a cell type-dependent manner [134], including the gene encoding its negative 
regulator MDM2. The promoter of the MDM2 gene has a relatively low activation threshold that 
makes it highly sensitive to p53 pulse duration [135], thereby enforcing p53 homeostasis. If there 
is continual stabilization of p53 by ATM, the cycle occurs again, yielding the observed p53 oscilla-
tory behavior. These oscillations enable repetitive surveillance and maintenance of DNA integrity in 
the form of G1 and G2 cell-cycle arrest without surpassing the thresholds that would trigger apo-
ptosis or senescence [136] (Figure 5). In mathematical models, the parameters that influence the 
rates of protein production and degradation, particularly of MDM2, can explain the differences in 
pulse amplitudes [123,124]. Experimentally, p53 pulses can be modulated by the addition of nutlin 
3, an inhibitor of MDM2, demonstrating that MDM2 is the major influencer of p53 oscillatory dy-
namics [135]. 

The p53 network includes positive and negative feedback mechanisms to precisely regulate p53 
activity; negative feedback prevents p53 hyperactivity, whereas positive feedback supports the 
crucial role of p53 in activating DNA damage response pathways. Therefore, disrupting members 
of the p53 network that regulate its activity has significant consequences on health and lifespan. 
Deletion or inactivation of TP53 is observed in more than half of all cancer types, and mice and 
zebrafish with genetic deletion of Tp53 often develop various types of tumors [137,138]. By contrast, 
mutations that result in hyperactivity of p53, such as truncations at the C-terminus, can lead to a sig-
nificant reduction in lifespan and are associated with aging-related characteristics [139–141]. p53 
therefore has a Goldilocks effect in which its activity must be precisely regulated – not too little, to 
prevent uncontrolled cell proliferation and cancer, and not too much, to avoid excessive cell death 
and accelerated aging. This is in part exemplified by mouse models with mutations that weaken 
p53 because the mice that do not develop tumors tend to have longer lifespans [142]. 

Germline mutations in MDM2 can result in premature aging as a result of increased p53 activity 
[143]. Specifically, targeted Mdm2 deletion in the epidermis has been shown to cause premature
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Figure 5. The p53–MDM2
negative feedback loop displays
an aging-dependent bias towards
senescence. The central role of the
p53–MDM2 negative feedback loop is in
maintaining genomic stability and
regulating cell fate decisions in response
to DNA damage. p53 activates the
transcription of MDM2, thereby  forming a
feedback loop that limits p53 activity
and prevents its overactivation. Oscillatory
p53 dynamics enable repeated
surveillance of damaged DNA, thus
promoting cell-cycle arrest to allow repai

or initiating apoptosis if the damage is irreparable. Prolonged or excessive p53 activation due to persistent or excessive DNA
damage can trigger apoptosis or senescence. However, aging appears to bias cell fate towards senescence, leading to the
senescence-associated secretory phenotype (SASP) and inflammaging. Targeting the p53–MDM2 interaction to modulate
senescence and apoptosis presents a potential strategy to mitigate the increase of senescent cells observed throughout aging
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Outstanding questions 
As illustrated by the divergence 
between nucleolar silencing and heme 
biosynthesis in yeast, how do the 
interactions between the aging-related 
GRNs discussed here and other net-
works shape distinct aging trajectories, 
and what regulatory mechanisms 
underlie these interactions? 

What is the cell type-specific resilience 
of negative feedback loops, and which 
compensatory pathways are the first to 
deteriorate during aging across differ-
ent tissues? 

How does cellular heterogeneity within 
tissues contribute to aging, and can 
targeting specific cell populations 
slow down or reverse tissue aging? 

For longer-lived organisms, how can 
we integrate single-cell technologies 
to predict the dynamic activities of 
GRNs and their eventual breakdown 
during aging?
skin aging [144]. Pharmacological inhibition of MDM2 decreases the activity of senescent cells in 
primary human fibroblasts and reduces the production of senescence-associated secretory 
phenotype (SASP) factors [145]. Mice with Mdm2 mutations that reduce the ability of MDM2 to 
inhibit p53 exhibit premature aging phenotypes [146]. Disrupting the ability of p53 to bind to 
MDM2 reduced the number of senescent cells in skeletal muscle and enhanced its regeneration 
and repair [147]. In human, protein produced from a common splice variant of MDM2, MDM2-a, 
that was identified in both tumors and normal tissues, can bind to full-length MDM2 and inhibit the 
p53–MDM2 interaction, leading to a reduced lifespan of ~20% [148–150]. 

In the event of weakened negative feedback or stronger positive feedback, p53 displays dynam-
ics that may induce senescence. Although senescence is an important safeguard to prevent 
tumor formation, the SASP has detrimental consequences [151]. Senescent cells are themselves 
one of the 12 hallmarks of aging because the number of senescent cells increases throughout 
lifespan [4,152–154]. This increase is accompanied by chronic inflammation due to the SASP 
and can lead to various chronic disorders and tissue dysfunction. 

RNA sequencing of cells that enter senescence exposed to ionizing radiation revealed that upreg-
ulation of FOXO4 sustains the survival of senescent cells despite the presence of proapoptotic 
genes such as PUMA and BIM [155]. Interestingly, FOXO4 has been shown to colocalize with 
promyelocytic leukemia (PML) bodies, nuclear structures that are a hallmark of senescence 
and are known to restrain p53 activity [155–157]. Inhibiting FOXO4 allows p53 to be released 
from the nucleus, enabling its translocation to the mitochondria, where it can interact with apo-
ptotic machinery and trigger cell death. Therefore, downregulation of factors such as FOXO4 in 
senescent cells, which are necessary for inducing and maintaining senescence, is a strategy 
which may enable apoptosis (Figure 5). FOXOs are a family of TFs that activate GRNs associated 
with stress responses [158]. In yeast, overexpression of FOXO TFs extends lifespan whereas 
deletion shortens lifespan [159]. Overexpression of FOXO1 in mice does not significantly alter 
lifespan; however, because FOXO activity is suppressed by insulin/IGF-1 signaling, many 
lifespan-extending interventions in mice, including a brain-specific mutation and nutrient limita-
tion, target this pathway [160]. 

Another approach could be to modulate cell–cell communication between senescent cells and 
neighboring cells, an approach that uses agents known as senomorphics [161]. In this approach, 
instead of promoting apoptosis, the goal is to prevent the secretion of soluble factors, including 
proinflammatory cytokines (e.g., IL-6, IL-8, and IL-11) [162–164]. IL-11, for example, can activate 
the ERK–mTOR pathway in cells to induce senescence. Repressing the expression of these 
cytokines specifically in senescent cells could be programmed by utilizing the promoters of 
genes that specifically respond to sustained p53 signaling such as  PML [136] or  CDKN1A 
[135] to drive the expression of IL-10, which may aid in attenuating the inflammatory response 
of senescent cells [165]. 

Concluding remarks 
GRNs orchestrate highly tuned, evolutionarily conserved responses to a variety of stimuli. These 
networks are dynamic, and respond not only to binary signals but also to more nuanced factors 
such as the amplitude, duration, and gradients of stimuli or TFs. Aging, that is often characterized 
by a breakdown of these regulatory systems, provides a unique opportunity to understand and 
potentially optimize these dynamics for improving health. 

Throughout the lifespan, regulatory circuits such as the SIR2–HAP circuit in yeast govern crucial 
cellular processes to maintain a balance between cellular states such as rDNA silencing and
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mitochondrial function. However, as cells age, this balance deteriorates, pushing cells into 
detrimental modes of regulation, and ultimately leading to death. By studying these breakdowns 
in regulatory circuits it is possible to identify points of intervention, thereby enabling synthetic 
engineering of prolonged lifespan through targeted regulation of these circuits.

Aging-related negative feedback circuits maintain cellular homeostasis through push-and-pull 
mechanisms, and failure to remain resilient can accelerate aging (see Outstanding questions). 
Approaches to enhance the robustness of these circuits, either through synthetic biology or
nutrient limitation, can extend the resilience of cells to the accumulation of age-related damage. 
Notably, these circuits do not act in isolation; they are interconnected, as seen in the SIR2– 
HAP system, where shifts in one pathway influence others. In addition, pathways do not only af-
fect one another in a cell-intrinsic manner but also affect neighboring cells, including stem cells 
and cell types from other tissues. These cell-intrinsic pathways can collectively contribute to 
aging in a cell-extrinsic manner. 

For example, hematopoietic stem cells (HSCs) are a well-studied population that undergo cell-
intrinsic aging while also exerting systemic effects on overall organismal aging, including reduced 
immune responses and changes in HSC fitness [166]. HSCs can be genetically modified, thereby 
enabling researchers to perturb these systems and examine their emergent effects on lifespan 
[167]. By focusing on these stem cell populations, researchers can model aging trajectories 
and test interventions without introducing excessive complexity generated by the multitude of 
cell types, interactions, and tissues in multicellular organisms. These approaches provide a scal-
able way to study aging while linking cellular and systemic perspectives. 
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